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1 ABSTRACT

Since 1980 the regional agricultural analyses basing to statistical data fortune (with doubtful authenticity at national level also) were raised to formal grade within the EU, and from these, the most voluminous and complex version is the agricultural sector modelling. In the next pages a critical interpretation of an EU-project (CAPRI
: Common Agricultural Policy - Regional Impact Analysis) - closed in the beginning of 2007 - and the usage possibilities of sine wave based forecasting will be presented. 

The aim of the study is to point out, that only in that case, when forecasting is well based can the modeling awaited to increase it’s authenticity and the efficiency of it’s construction. Without these the social benefit of the models - because of the relative high labour need and the uncheckable accuracy problems - can be questioned…

2 Introduction

The aims of the research is to explore the anomalies of agricultural sector modelling, to draw solution suggestions, to change the present trend based forecasting practise with a consistent, plausible and checkable (either dynamic) future generating, and thus in this study the task is to evaluate one of the CAPRI model run (made in 2006) to 2013. 

After the evaluation, the trend and sine wave based forecasting methodology is compared and evaluated. These test are not for 8-10 year long, only 1 year “long” forecasts are made.

These tests will clearly show, that the real world can be better described by waving than with linear trends.

3 Issue and relevant litreature

3.1 Agricultural sector models

 “Sector model” has no exact meaning in agricultural economics. In literature one can find different meanings in different contexts. Agricultural sector may include not only agricultural production but also food industry, retail chains, input industry and some service firms. The minimal condition for a model to be called a “sector model” seems to be that all the most important agricultural products and their supply and demand (either from consumers or from foodindustry) are included (Bauer 1988; Hanf 1988; Hazell and Norton 1986).

An agricultural sector model can be understood as a multi-input- multioutput- model which includes various internal linkages within and between different production lines in agriculture. The linkages between the production lines, say, between animal and crop production differentiate sector models from partial market models which include individual products or groups of similar products. In a sector model the level of detail need not be any lower than in partial market models. Relationships between different production lines and some physical resource constraints make it possible to analyse agriculture as an interrelated system. This is necessary, since some policy measures, like setaside regulations, base areas and CAP support (which is paid in equal amount to most, but not to all crops), concern all production lines. Overall effects of such policy measures cannot be inferred from the outcomes of partial market models of many different partial market models. One of the core issues in economic and policy analysis of agricultural sector is to evaluate changes in crop mix. Farmers tend to specialise in cultivating crops with the highest relative profitability (given some necessary crop rotation and land quality constraints). Changes in crop mix can be analysed only by a model where many individual crops are included and which compete on the given production resources. Thus, a sector level model, if modelled in enough detail, may shed light on many questions which individual product models or highly aggregated GE (General Equilibrium) models are not able to contribute.

Policy analysis using static sector models is performed as follows. First the model is solved for a given base year. The outcome of the model with given base year parameters should correspond to base year supply and demand, as well as product and input prices (if endogenous). The known base year is assumed to correspond to an economic equilibrium represented by the model outcome. Differences between the actual base year and the model outcome are made as small as possible by model validation, i.e. checking the model structure and values of some calibration parameters.

Policy scenario is determined by given values for policy parameters or some other economic or technical parameters in the model. The model is solved for the policy scenario. A new set of supply, demand and prices are obtained as a solution. The outcomes of base run and policy run are compared and conclusions of the effects of alternative agricultural policies or other changes are made based on this comparison. In optimisation approach, marginal values of some constraints can be compared. The method of analysis is comparative statics. On the basis of implementation and model structure agricultural sector models are traditionally divided in two main categories: econometric models and sector models. The modelling methods have been applied mostly separately, but there are some efforts in combining the methods (Bauer 1988,).
When examining econometric and optimisation models of agricultural sector in the literature (like the ones in Bauer 1988 or in Heckelei, Witzke, Henrichsmeyer. 2001) the concept of economic equilibrium seems to be a prominent feature. In reality, economy, and especially agriculture, may not be in an equilibrium, as assumed in all equilibrium models. This assumption has been seen as problematic both in econometric and optimisation based programming models (see, for example, Jensen 1996; Apland, Jonasson and Öhlmer 1994). Some calibration is needed to replicate the base year using the model. Consequently, the assumption of equilibrium rules out any ongoing adjustment process.

There is, however, no consensus in the profession of agricultural sector modelling on the statistic to be used in evaluating the fit of the model outcome to the base year data. Some simple measures like mean absolute deviation or percentage absolute deviation have been suggested, as well as Theil index used typically in econometrics (Hazell and Norton 1986). Quite remarkably, that the lack of consensus is not for a simulated/forecasted year, but only for the base year.

3.2 SPEL and CAPRI model 

The base material for the critical analysis is from the CAPRI (Common Agricultural Policy – Regional Impact modell by IAP Bonn) - closing in the beginning of 2007- project’s databases, model runs and methodology. 

Data content: The „material” of the analyses is the data. For the first step it’s necessary to overview the basics of data fortune management from agricultural sector modelling:

What contains a regional model (CAPRI vs. SPEL)?

· COCO (Consistent and Complete) starting database for each present EU member state

· for their NUTS II regions and for more than 1.000 farm types (CAPREG), and

· for large regions of the World,

· modelling environment load for:

· fertilizers

· mannure

· pesticides

Age divided groups for animals

· Egg. bull/cow, heifer/young bull

· Diverse feed demand, diverse manure, 

· general welfare indices (GDP, GNP), and

· Used data sources: EAA (Economic Accounts of Agriculture) and FADN (Farm Accountancy Data Network)

The limits of the data fortune:

· Using FADN data, theoretically it would be possible to run a simulation for a specified single farm – supposing, that an FADN farm is fully representative – but it’s not. Because of the earlier item had to create farm types by NUTS II regions, which behaves almost the same way, has almost the same size, with similar activities and quantity of outputs etc. In case of certain regions 10 farm types aren’t enough but at another places 3 is enough.

· After the datasets supplied by the national statistical offices it’s not possible to create a consistent area balance of a country, that could be used the clearly see the inner logic of a country’s, region’s landuse. The 5-10% error only for the arable land questions what we optimise in the end. When the land as a limited resource can’t be settled as basing a model, how it can expected, that the animal substance and trade strategies built on the ratio of sown area from a model, to be realistic? When it’s about a relative small sector, the more dangerous is the disturbance caused by the gross area…

The inner model of CAPRI 

There’s only one model/scenario in a highlighted position:

-
BASELINE or standard run for 2013.

Beside it there are countless possibilities with the:

-
Scenario databases and program files.

Comparing to SPEL, there is no short-, mid- or long time model/forecast. Here is given a forecast/model run for 8 years in the future, which is made under the „ceteris paribus” principle where the environment and all the affecting factors are constant. Here come the scenario runs where it’s possible to make a model run with different settings/factors which could give answer for that question what would happen if something new measure is introduced (e.g.: customs) or the way of subsidy were changed. The result is the difference between the constant and planned agricultural policies, which in this form, in the absence of future statistical data can never been checked.

The principles of the CAPRI model:

· a 3 year average – or an average year - is created from the starting database (2002-2004),

· a future state is created for 8-years, which can be interpreted as the average of the target 3 year (minimising the impacts of weather),

· expert opinions are used basing on future linear trends visualised to define the future yields, the inner/international supply and demand,

· along creating the future state, the goal (function-?) is always to maximize the income of the given region,

· among affecting factors the inner and outer supply and demand are taken into account,

· for calculating prices an iterative method is used which supposes that there is/will be always equation on the market between Supply and Demand,

· contains constraints, which has to be taken in a forced way into account by the model, not to reach extreme results (market balance, production, prices, production value, consumers behaviour).

After these description it can be summarized, that in case of all plants the crossing point of the supply and demand quantities - curves (?) - is made in an iterative way where the curves/functions are made by linear trends, and the goal is among all steps to maximize the region’s income taking into account the constraints.

Other modules of CAPRI:

· Complex modelling of husbandry:

· Divided age group of animals,

· Diverse feed demand and environment load by species, for genders and age groups,

· Model for environmental load:

· Nascent ammonia, methane, carbon dioxide, N2O,

· nascent manure,

· used fertiliser.

· Modelling indices reflecting general developed state of the economy and society:

· GDP,

· GNP.

Software background:

· All the routines are executed under the GAMS program language. The extension is *.gms.

· Storing the data is under the GAMS data exchange format: *.gdx – freeware

· User interface:

· Java based User Interface(s)

· Results under XML base under Explorer – „old”, or in the „new” version:

· Table

· Figure

· Map

3.3 CASE STUDY concerning a CAPRI run result for 2013

Examining the values for 2013, the following part of the table which is highlighted for the first sight: 

[Table 1 about here]

After this table, assuming unchanged agricultural policy, for the “average” year of 2013 on the base of the 2002-2004 years, there will be 246,88 thousand hectares of sugar beet instead of 57,88 thousand hectare in Hungary beside unchanged population and market tendencies. Of course starting out from the average year of 2002, it neither can be taken into account, that in 2006 and 2005 three sugar factories were closed, and nor that the EU Commision in the autumn of 2006 began again reviewing the necessity of the sugar beet based sugar production within the EU, instead of the higher sugar contained sugar reed, though that shall be imported. Not taking into account the topical events - as a BASELINE run shall not know them – though raises the question: if the production area is forecasted by trends, how it can be, that the value is positioned into that height which is more times higher than the chronological maximum, without specifying the demographic and market demand which could impact this huge increase.

Also conspicuous from the listed numbers the 95,06% decrease of the other oil seeds in a period, when the renewable energy resources can be identified as general strategical aims. There’s the question again: how this minimal value under the chronological minimum (1.870 ha) can be deducted and what kind of powers lead to this point.

Other significant industrial product’s production area - like the maize - doesn’t change in a significant measure after CAPRI BASELINE run. Starting out from the chronological data a significant change is not necessary also, and examining the bio-alcoholic project – still running – perhaps the reduction of the area of maize won’t be needed to reduce, but this isn’t sure for the wheat.

Not referencing for the topical-political plans which affect the agriculture’s future, it’s important to see clearly, that in case of trend based forecasts using the whole chronological time series it’s hardly likely to predict 320% growth or 95% decrease. Whether only the data of the last three years are used for an 8-year long forecast, than a drastical 20% year/year change (along 3 years) may cause that little less than 100% decrease or much more than 100% increase. Thus from this point of view it wouldn’t be allowable to work only with that 3 years long „time series”.

The 4% reduction of all cultivated area can’t be said to be significant, but in this case we should hold in front of our eyes the principles of balanced statements and have to specify also where this out falling area appears and why do we have to count with out falling areas (Pitlik, Bunkóczi 2007). 

For reasonable forecasting, only year “long” forecasts are suggested and tested in the later parts.

4 Material and methodology

4.1 MATERIAL

The forecasts were tested under 158 time series (52 harvested area, 52 yields and 54 prices, for 5-6 plants in 9 countries within Europe, which plants try to represent each country). The data comes from FAOSTAT’s production statistics (http://faostat.fao.org), so the results arose from the same dataset, and can be compared irrespectively.
4.2 methodology
Two methods were compared for one year forecasts. The first is the linear trend, as in CAPRI the linear trend is used for forecasting exogenous variables (yield and prices, the seeded/harvested area is the endogenous). In CAPRI the “quasi” linear model is defined as:

Xr,i,tj,Trend = ar,i,j + br,i,j tCr,i,j
where the parameters a, b and c are to be estimated so that the squared deviation between given and estimated data are minimized. The X stands for the data and represents a five dimensional array, spanning up products i and items j (as feed use or production), regions r, points in time t and different data status as ‘Trend’ or ‘Observed’. The trend curve itself is a kind of Box-Cox transformation, as parameter c is used as the exponent of the trend. For c equal unity, the resulting curve is a straight line, for c between 0 and 1, the curve is concave from below, i.e. increasing but with decreasing rates, whereas for c > 1, the curve is convex from below, i.e. increasing with increasing rates. In order to prevent differences between time points to increase sharply over the projection period, the parameters c are restricted to be below 1,2 (Britz, Witzke 2008).

For one year forecasts the exponent c has less effect, it’s value was set to 1, and for the tests the MS Excel’s trend function were used. In both cases of the methods, 5 years learning were used, and the sixth value is the test/forecasted value. The trend function sets the trend line in that way, that the sum of the deviations of the observed data points and the points of the fitted trend line by pairs (for the known 5 year periods) shall be minimal. This is made automatic by the trend function.

The other method was born on the idea, that starting from the daily temperature, everything is waving. So it would be plausible to use sine wave to follow the time series (exogenous variables). The fitting is made in that way, that independent variable is the year. The next equation is that form which is able to follow the waving with increasing and decreasing trend:

f(t)=sin((t-p1)/p2)*c1+c2+c3*(t-t0)

where: t: the value of the year

p1: parameter to set the zero time moment

p2: the period narrowing or broadening parameter

c1: the amplitude of waving, the standard deviation of the values of the known period

c2: the middle height of the waving, the average of the known period’s values

c3: the gradient of the known period (counted from the first and last value)

 t0: the first known year

With this method the fitting can be made like this (sugar beet prices in Hungary, 1991-2006)

[figure 1 about here]

The prices are HUF/ton, the blue is the real time series, the magenta is the fitted sine wave.

For the teaching process the two parameters have to be changed simultaneously, that’s why it was programmed in Excel macro, and along the runs, an adequate direction hit (not too high) and a not too high deviation was the target in the learning process. Selecting from the log records keeping this two conditions the test values (direction hit %, and deviation) were given.

5 Findings, Results

The results are evaluated in two ways. The first is the correctness of the predicted change. If both (observed- and fitted) time series change to the same direction (increase or decrease or no change) than the method encounters one hit. In these time series 6 tests could be made so 0/6, 1/6, 2/6, 3/6, 4/6, 5/6 and 6/6 values may occur 

The second evaluation refers about the accuracy of the methods.

For the first aspect, the following table shows the result:

[table 2 about here]

Anyone may see, that in the pivot table there are countless ties. After solving these ties, the trend function has plus 30 hits. The new tie cleaned result are in the 3rd table:

[table 3 about here]

The trend’s 50.2% value means, that it has no value adding potential, as in case of two decisions basing on it, one is correct and the other will be incorrect. The sine wave’s potential is significantly more. From 3 decisions, one may produce any value, while the second and the third neutralize the other’s effect. 

As this “counted decision” approach is quite rough, depends on the accuracy of the forecasts too, it shall be measured too.

The results are shown in the 4th table:

[table 4 about here]

On the right side of the table, the average deviations are listed for attributes, countries and plants. On the left side, the average direction hit percentages can be seen in the same list with solved tie problems. 

Observing the deviation values, it can be seen, that usually the sine wave’s values are greater. In the case of the sine wave the 0.2071 value shows, that each forecast gives a value which (in average) is above or under the observed value with 20.71%. The trend’s value is 17.75%. It seems to be more accurate. Combining it with the direction hit average values, this state may change. In case of increasing change, the 0.2071 value means 1.2071 times higher than the real. If this value is multiplied by the average direction hit value (0.67), 0.81 is the result and 0.59 for the trend. That is closer to 1, is the more accurate.

In case of decreasing change, not multiplying than dividing is suggested (eg.: 1-0.2071=0.7929, and 0.7929/0,67=1.18). In this case 1.18 and 1.64 values are counted. 

This transformation can be made, but it must be emphasized that everything is “average”. In normal “not average case”, this is suggested only, if the direction hit value is equal or above 0.667.

This latest idea is counted too, and shown in the 5th table:

[table 5 about here]

In this table it can be seen, that the accuracies approached to 1 in all aspects. This is important, as any planning method requires accurate data. Without accurate data anyone may count for anything. This would be important highest at state and EU level, as in the history (2004, 2005, 2007, 2011) quite remarkable waving could be recorded in the case of the quantities of crops (soft wheat, maize, barley, etc.). The waving meant in the beginning of the named years too much quantities and too low quantities in the end. None of the cases are desirable.

6  Conclusions

In case of a static model it’s impossible to gain out the results for the inner 7 years when the forecasted range is 8 years. Contrary to this, nothing blocks the developers to move back yearly the starting year to form out an 8 year long model or the outlook of the main model run only for 5-6-7 years. With these actions dynamical results can be gained, which could certify the future with showing the path leading to there. And this could be done by yearly steps, not by 6-7-8 years steps only.

The BASELINE delivered by CAPRI for 2013 – or the results of a scenario run, can be examined only as a future state and not as a process with all the milestones leading to the end point.

With the completed and described forecast tests, it was proved, that for 1 year distance (it would be enough in real), the sine wave method gives better results in case of direction hit (percentages). In accuracy the 2.5% difference for the trend disappears, if the direction hit is combined with it.

The results evaluation is only a few steps towards authentic forecasting and modelling. In this way of modelling, plausibility checks could have been consisted into CAPRI, not to reach enormous values in e.g.: harvested areas etc. The next step could have been the consistency tests, which shows the inner consistency of the forecasted data.

The way of forecasting should be next to carry on. Testing with different methods, than evaluating the results, selecting a method, running forecasts again, then checking the results from the aspect of plausibility and consistency. This shall be made till the point, that all the tests are completed, or in other words, the results are creditable. Up till now, from this 3-4 steps, only one was executed: generating trend based forecasts. The validation was forgotten.
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APPENDIX

	Sector


	2002

(1.000 ha)
	2013

(1.000 ha)
	change

(%)

	Other oilseeds
	37,87
	1,87
	-95,06%

	Pulses
	27,84
	0,12
	-99,59%

	Sugar beet
	57,88
	246,98
	326,75%

	Other industrial plants
	2,68
	0,06
	-97,66%

	All land cultivated
	6.886,71
	6.627,8
	-3,76%


1. table Production areas and their changes 2002-2013 CAPRI model run (baseline) results for Hungary (date: 27.10.2006. work material)
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1. figure Fitting a sine wave to sugar beet prices in Hungary (own calculation)
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2. table Direction hits for both methods by attribute (price, yield, harvested area), by country and by plant (source: own calculated pivot table, bottom of the table viewable: 12 rows from 158)
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3. table Tie cleaned results for sine wave and trend  forecasts (own calculation)
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4. table Accuracies for sine wave and trend forecasts (own calculation)
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5. table Corrected accuracy, direction hit>0.66 (own calculation)
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