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ABSTRACT

The efficiency of research (either in futurology or in strategic building) is determined through the rate of operationability in the searching process for the best model. Applying the principles of the combinatory this searching process can be automated considerably. But the definition of the goal function, which has to close the learning phase, can raise philosophical issues. Ignoration of these problems can easily constrain the development of information society. Besides the definition of an adequate goal function, this study draws attention to the fact that only the objective (posteriorly controlled) knowledge can be transferred (to the next generation) without any deficit, in contrast with all other kinds of knowledge (cf. artistic ability). Automation of knowledge transfer will be interpreted in the study both on theoretical and enterprise-specific level.

INTRODUCTION

Motivation: The methodological developments of the mathematical statistics, operation research, artificial intelligences and data mining, together with futurology, sector modelling, simulation, and similarity analysis has been concentrated only on partial solutions into focus (e.g. exploration of new techniques) for decades. Neither the literature, nor data mining software tools bring answers to the following questions, which reflects on different faces of the same phenomenon (cf. Pitlik et. al. 2000, and Pitlik et. al. 2003a):

· Which methodology is adequate among the differentalternatives for a given problem?

· Which model or expert is better, when two (or more) alternatives are available for the same problem?

· Which model will be better (has smaller deviation / higher contingency coefficient concerning the facts in future) among differentalternatives for a given problem?

· Which failure-structure of two models should be preferred (Namely setting out of a given data-set, what shall we and what shall we not explain case-specificly?) 

· What should be consideredas over-learning effect in a given problem?

· When should be a model refreshed or changed?

· Which phenomena can be forecasted incidentally?

· …

Instead of giving adequate answers, numerous deviations (tolerated by the researchers community) can be detected. Why can it be possible that

· the hit rate of the weather-forecast remains below 50% for the question: whether the average temperature of Budapest lies whitin the prognosticated 5-degree-interval for the country three days earlier?

· the diverse hit rates for the stock exchanges of pigs (the first official forecast in the agricultural sector in Hungary) are not published?

· parts of the forecasted results of agricultural sector models (for official using by the EU Commission) are not posteriorly checked?

· parts of exogenous variables of agricultural sector models (for official using by the EU Commission) are appointed based on subjective opinions?

· none of the R&D tenders (in the agriculture) are published, which make possible to initiate competition among research institutes, in order to clear, which experts have better forecasts?

· …

These unsolved problems in the field of automation of machine learning can be originated from this core issue: The quality assurance of modelling (cf. automation of knowledge management) is undeliberate and immature!

The strategy-building (both for the whole society, enterprises and individuals) can be determined as the widest using level of modelling. The utilities of research (cf. automation of modelling) can be detected in the separation of ideology-driven development and sustainable, equilibrium-oriented strategies. Secondly it is also useful in the permanent increase of the automation, which makes possible that human creativity and heuristic capabilities can be used in order to adjust the searching parameters against the infinite combinatorical space. The modelling can be operatively defined as the ideal combination of characters that represent variables and operators. A well-known advertisement says: “Letters of the (Hungarian) alphabet are given. We must make up the best newspaper from these characters!”

MATERIALS AND METHODS

We make an attempt to outline the operative possibilities for strategic management both on social and economic level within the frame of “thought experiments” using case studies as starting point.

Two projects - F030664 (2000-2003, Pitlik et. al. 2003a) and T049013 (2005-2008, Pitlik et al. 2005a,b,c,d) - are/were supported by the Hungarian Scientific Research Fund (OTKA). All of these research topics are part of a logic chain. In the first project the following components were explored: necessities and possibilities of automation through modelling and searching. In the second phase we would like to clarify, what kind of adjustments (e.g. goal function of machine learning, heuristic restrictions for fine tuning of searching) can be made to ensure a high-level automation of knowledge acquisition. Therefore this study is an overview of the general description of the “best model” summarizing the results achieved up to now.

Besides the above-mentioned OTKA-topics, a parallel research activity (as a PhD-work, supported by the Ph.D. School of Management and Business Administration – GSZDI) has been connected to this field. This work is dealing with the external information systems of enterprises. The linkage between the two activities is to analyse the specific role of the CIO in order to clarify, how an enterprise can maximize the obtained (controlled, therefore objective) knowledge in form of models and expertises?

RESULTS

Social level

Possibilities and bounds of objectivity: It is a core topic of the research activities, how the “theory of aimlessness” can be by-passed even partially. This theory points out a philosophical borderline: the skill of identifying the “best model” would be equivalent to the deterministic understanding of future, which (at this stage of development) is a total nonsense. But there is a wide field between absolute order and absolute chaos. This combinatorical space makes it possible to generate arbitrary models in order to describe the expected changes of future. The research has to ensure the exploration of these principles and their connections, which can show automatically: the better alternatives (cf. autonom adaptive agents). Thus, the research has to converge assimptotic to the borders of objectivity. This topic can be represented in form of a semi-theological parable: The massive bane from God to the mankind is: You will never KNOW, how to declare “good-better-best”!

What does objectivity mean? From the point of view of this research objectivity is a definite series of steps, which can be turned into algorithms, and their results might be inputs for further series of steps. The best model can be declared by an exactly programmed goal function (in general and/or case-specific).

A specific borderline of objectivity can be caught out in form of self-proving prophecies concerning to single individuals and smaller groups of people. The weather will not change, if somebody knows, what will happen in future. But the stock exchange index or the pricing can be influenced fundamentally through published forecasts.

A further specific aspect of the objectivity is connected to the Pygmalion-effect, which points out that discovering the causality between humans (especially the objective identification of their motivations) is highly restricted (quasi impossible).

Steps of automatic model-generation (machine learning): As it eas mentioned earlier, models can be interpreted as a string of characters, which can be used in computers. Each character can be involved into model-building, which has a meaning. A part of these characters consist the operators (+, -, *, /, etc.), other part carries syntactical meaning (e.g. diverse brackets), the remaining part of signs stand for the symbolic characters, which represents the variables (e.g. primary: the measurements and observations, secondary: trends, other connections). Cases are special forms of facts simulating causality by establishing connections between antecedents and consequences. The human brain is basically capable to case-based reasoning – except maybe the special form of knowledge acquisition in theoretical mathematics and physics. Further special (combined) form of facts is the time- and space-co-ordinates. The reality (which is the input for learning processes) can be represented therefore as a network of states connected to time- and space-co-ordinates (cf. case-repositories or databases), more objective resources cannot be identified. Innumerable models can be generated based on the set of signs, which are able to make forecasts with diverse fitting, starting from the knowledge about the past. The probability (based on partial knowledge about the past) of an excellent forecast of one segment of the future is not zero! We should only know in advance (at the time of closing the learning phase), which attributes may be searched by machine learning. Based on these searching patterns it is possible to generate models automatically (in the worst case through random ordering of given signs).

It is not relevant, how fast can be founded the best model (cf. fine tuning of searching, real-time modelling), as long as the definition of the “best” is not given. The fine adjustment of searching can be comprehended as a capsulated problem.

Approximation of the definition of “good”: After the detaching the adjustment-problem of searching, we should focus on the definition of “good” (of models). The absolute “best model” would bring always those values of future, which will be measured later. But of course it is not known in advance, and if we know the values of future, it will not be necessary to build models. Therefore we can control during the model building only, what we know: whether the already known values can be “forecasted” by the previous values and the supposed connections among them. Several techniques are used for characterising deviation between facts and estimations: e.g. numeric correlation, correlation of rank-values, contingency-coefficients, so the evaluation of models can be approached through the similarity (analysis)! 

The learning processes involve the heuristic searching for models in the combinatoric space and the testing, in order to decide, which model is the best at a given time. The closing of the model-building should ensure a solution, which can be detected in future as the best among the alternatives. The multitude of coefficients can be interpreted as components of a complex objective function. The combination of two coefficients brings the ambiguous equivalence into the front (cf. how many unit of coefficient A is equal to one unit of coefficient B). The hierarchy of the coefficients can be interpreted as a semi-solution: There are no equivalences but hierarchy! A model should assure a high level of contingency at first, the similarity of ranks can be evaluated only among solutions with same contingency-level. The same rule should be applied in case of numeric correlation too. This approach does not help to support subjective preferences: e.g. a decision maker might say, it is better to have a forecast, which brings less trend fitting with exact numeric approximation, than a high level trend fitting with average numeric similarity. Whether this mentality is able to ensure sustainability for long time, will not be analysed in the course of this study…

As long as a critical mass of experiences is not given, it cannot be exactly verified, whether the complex objective function in the model-building is able, effective to constrain, the over-learning impacts.

On the first level of the complex objective function (see contingency) it is possible to control a kind of qualitative (presumed or validated) expectation: the function forms under ceteris paribus circumstances. 

Presumed or validated constellations (which ensure case-specific causal behaviours in models) are universal patterns and therefore further components under the contingencies too. Based on restricted amount of facts arbitrary constellations can be understood later as dangerous, make-believe correlation (e.g. useful life of sow, optimal slaughter weight, piglets pro sow, sex proportion by the consistency check of pig stock estimation and IDARA-report /Pitlik et. al. 2002a/: changing consumption structure after increasing income).

Time- and space constellations represent further components of the complex goal function in the first level. Hereby it can be controlled, whether estimated changes would be realized after given space/time-shift.

Over-learning – Approximation of the definition: According to the thesis of Vilmos Csányi (expert of the human ethology) it should be emphasised: The interpretation of given phenomena should be attempted to descript at least on two organisation level. Analogously to the above mentioned strategic approach: it does not reach to give an approximation for the definition of “Fitting”. On the other hand, it should be analysed, whether a given model is already suspected to provide over-learning-reactions. In order to do this, it is necessary to briefly define the phenomenon of “over-learning”: We are talking about over-learning when the fitting (concerning to well-known learning-patterns) is significantly better, than the same (average) value in real use of the model (analysing a new set of input data). The cause of this deviation: the learning-patterns are always a partial/special set of facts from the combinatorical space, for which the model may provide (as aim: generalized) answers. The over-learning is a low level of generalisation. Therefore the over-learning can be detected, if the learning-patterns (with known consequences) and the using-patterns (with at the moment unidentified consequences) will be compared. This is a typical benchmarking topic (cf. similarity analysis). 

Like behind all of the previous thought, here it should be searched for a kind of antagonism. The “pitfall” is hereby: the failures in the estimation of consequences in future can be only prescribed exactly, if the future is determined. It can be never presumed, that the necessary input are fully given in order to interpret the system-connections. Therefore it can be never known, which input should be given yet, to ensure the best fitting in future. It was already clarified by the interpretation of the fitting that a wide area is given between chaos and determinism. In this case it can be presumed too, that through the same objective similarity analysis method, as for time- and space-constellation control it can be approximated, which kind of deviation will be expected in future (based on the similarities between learning- and using-patterns and using failure levels for learning-patterns).

Before summarizing the principles of building complex objective function it should be analysed, how can correspond the CIO in enterprises to the challenge of the objectivity-oriented knowledge management.

Enterprise level – Role of the CIO in consistency-based future modelling of (agricultural) enterprises 

It is one of the essential conditions to handle the situation described above, that the data asset concerning the sector in question (or covering the “critical mass” of connections) would be available for the modeller in adequate format, quality and timing.  This data asset would arise from two different sources:

· internal data, that describes mainly the own conditions of the organisation and mostly handled by the data processing systems (e.g. data from the accounting system)

· external data, that describes the (natural, legal, social, economic etc.) environment of the organisations. Its sources might be really diversified: news from the media, professional publications, consultants, experts, websites, online databases etc.

It goes without saying, that external data asset covers the greater part both in quantity and in value. Internal data is valuable (in this point of view) to make possible the consolidation of external data to representative scales, which constitutes the methodological foundation of similarity analysis.

These types of data should be organised into a unified information system ,however both of them have own characteristic features, therefore the collecting strategies are significantly different. While decision makers can obtain internal data mostly in a well-regulated way, external data can be got from various sources, only in different format, accuracy and up-to-dateness. Therefore even a separated job (e.g. information broker) might be necessary in certain organisations to collect and process this kind of data.

A number of authors state that also in the agricultural sector a conscious and methodologically established strategic plannig becomes essential, just like in other sectors of economy. However, it is difficult to deny, that decision makers of agricultural enterprises have been dealing with such questions – sometimes spontaneously and leaning on their previous observations –, which influence their future market position. This activity is enforced by the increasingly close market competition through the free moving of goods/services, and the gathering of enterprises into cooperatins, networks etc. also supports that. Relying on these findings such general strategies of agricultural enterprises were identified, like survival, consolidation, expansion/diversification and strategy connected to sustainable development (Székely, 2000). Besides these general points, several strategic issues have to be handled also in agriculture, like competition strategy (market/customers, value chains, organisation knowledge etc.), adaptation strategy (agricultural policy, agricultural regulation, determination by biological and ecological factors etc.), organisation strategy (enterprise strategy, internal cooperation etc.), IT strategy (procurement, development, maintenance, security etc.), development/expansion strategy (sustainable development, environmental protection), and cooperation strategy (strategic alliances, cooperatives, clusters) (Véry, 2004).

All these statements make quite clear that decision makers must be well-informed in order to handle strategic issues deliberately. But most of these sources are external, which means that decision makers usually cannot influence their quality. Among other authors, Peter Drucker emphasises the increased (sector-independent) need for this kind of information (Drucker, 2001): “In the point of view of competitiveness and strategic decision making the most important information sources contain not the internal data but data from the outside world.“ This statement is confirmed by the researches of Gábor Kemény (Kemény, 2003), who asserts that usually external information (or lack of it) is the cause of the uncertainty in plannig processes.

However, we have to emphasize according to the previously mentioned sub-strategies, that only one part of their elements is operationalisable, (partly) automatizable, thus only these factors can be handled in effect in a consistency controlled future modelling. For example certain factors forming the strategy of an agricultural enterprise can be initiated in model generating automatically, the “goodness” of these can be controlled objectively. These factors can be: biologic (e.g. in given production circumstances which variety/hybrid is worth growing?), ecologic (e.g. Under the influence of certain climatic factors how changes the infaction probabilities of a given pathogen?) and technologic (e.g. Under a given level of nutrient supply is yield/quality change of x% expectable?) attributes of agricultural activities. Those derived data, indicators might play also important role in strategic modelling, that are used for quantifying the business processes or their players (employees, customers etc.) by the controlling approach (e.g. How can certain indicators of training activitiesinfluence the production level?).

Whereas many factors takes an important part in strategic planning and decision, that do not the above mentioned requirements, namely their evaluation cannot be made operationalisable, it is essentially subjective, depends on the personality/experience of decision maker. Moreover decision connected to these factors cannot be verified objectively (here might be classed for example the motivations behind the decisions of competitors – What kind of motivations lead a competitor in decreasing the price of his/her products?). 

This delimitation does not mean that the last group of factors should be separated out of the decision-making, but it cannot form a part of the modelling processes verified by objective indicators.

So the following question would be forecasted objectively: Will our competitor reduce the prices or how much will he/she do so? On the contrary, researching the motivations behind the competitor’s (re)actions – in pursuance of Pygmalion-effect and self-proving predictions – is a “needless” (unverifiable) pseudo-problem. 

Beside the delimitation of aspects of a (business, agricultural etc.) question worth modelling, it is also very important to pay attention to the level of abstraction on which the human experts are able to handle a given forecasting problem. Those so-called experts, of whom the accuracy of terminology-usage cannot be controlled objectively, can be defined only as “pesudo-experts”.

Relying upon the previous thoughts, a CIO should handle the following problems/tasks:

· Delimitation of those aspects of strategy-development, which might be a part of the consistency-based future modelling of a sector/enterprise.

· Specification of the data asset (primary and derived data), which will serve the modelling processes – It means the development of systematic group of indices (cf. BSC) which covers the strategic questions as far as possible.

· Development and operation of the information system, which manages internal and external data in a unified way and supports the modelling processes. This system should be developed through cooperation among governmental, non-govermnetal organisatins and enterprises (cf. information co-operatives – Orosz et al. (2004).

Every factor can take part in the consistent modelling of strategic objectives, which do not describe the motivations behind decisions of individuals or smaller groups of people. These can be interpreted as “chaotic” phenomena in certain aspects, they are mainly intuitive and the assumed opinion of the business partner also may have an important role in forming them (cf. Pygmalion-effect). Therefore the list of these factors/attributes may highly depends on the market ambitions and strategic priorities of a given organisation.

One part of this data is available in numeric format within the analytical and financial records of enterprises (e.g. accountancy, field records); others should be collected from external sources (e.g. climatic data or data of resources used by the enterprise). Besides these, decision makers have to use such attributes that are qualifiable with only non-numeric values (e.g. customers’ satisfaction, technological level), but their description them with indicators would be necessary both for strategic planning, modelling and for monitoring the realization of strategy.

To solve this problem, the well-known attitude of Balanced Scorecard (which is actually a multi-level report about the proved facts for general constellations) would be a useful starting point, which aims at handling the performances of enterprises (financial and non-financial as well) in an integrated way, thus being able to make numeric the realization of strategy (cf. IDARA BSC in the field of agricultural sector modelling – Pitlik and Bunkóczi (2002)). However, classic BSC (as a system for monitoring strategy realization and evaluationg performances) is not very well-know in the agricultural sector, but several initiations have been already developed, like the AgriScoreCard conception of Zoltán Véry (Véry  (2004)). This system contains in four perspectives those financial and performance indicators, which are found necessary for measuring the company's activities in terms of its vision and strategies. These perspectives are the following:

1. Financial perspective (result indices; return indices; gross margin casued by products, services and customers etc.) 

2. Customer perspective (market segmentation, indices of market share; CAP-indices etc.)

3. Busniess process perspective (performance- and margin-indices of business processes; efficiency indices of marketing activities; indices of supplementary and service processes etc.)

4. Learning (employee) perspective (trainig connected to the introduction of a new (bio)technology or a new information system; knowledge about EU law and methodological issues etc.)

The indicators in the previous list are not really unambiguous, which is not accidental: it would be almost impossible to develop an indicator-collection of universal validity, because many enterprise strategies exist parallel. Moreover, the same issue (e.g. farm machinery investment) can be qualified depending on e.g. the size of the farm (Takácsné et al. 2000). Using AgriScoreCrad (or other similar solutions) and consistency-based future modelling are not preconditions of eachother, but a BSC-based approach would make possible to controll the enterprise strategy (relying not only financial indices), and the indices applied within the framework of BSC (the data asset established in this way) would make up the foundation of a consistent future modelling.

The previously outlined data asset is feeded from numerous internal and external sources. On the supposition that all the internal data is available for decision makers/modellers which is necessary for consistent modelling, it is a true challenge to collect the external data in the adequate format, quality and timig. The cause of this problem comes from the “external” character of data, since its providers mostly collect, manage and transmit it not in a standardised way. At the same time this kind of data is not in the least negligible in strategic decision situations (and not only in them), independently form its medium (verbal message, publications, newspapers, databases etc.), while a consistent, electornic data asset of good quality is indispensable for an effective strategic modelling activity. (We should mention here that central agricultural data asset management labours under several difficulties, which makes quite hard the efficient data use on enterprise level. See more: Pitlik et al. (2003)) But most of the companies cannot afford to collect and store all neccessary data of good qualtity alone. A possible solution for this problem would be the theory of „information co-operatives”. (Orosz et al. (2004))

This separation of internal and external data does not mean of course, that these “sub-systems” would be “lonely islands” within the enterprise information system, for modelling, analysing and visualising. It is indispensable to organise them into a unified, integrated system. For this purpose provides a logical framework (among other solutions) the Corporate Information Factory architecture (Imhoff, 1999), which manages the data-/informationflows as an “information supply chain” form producers (data owners, providers) to customers (analysts, decision-makers).

DISCUSSION

According to the previous argumentation it becomes clear concerning similarity analysis, that forecasting the next element of a single time series, estimating of a few positions of the future is hardly verifiable. To be able to think about a consistent (the most probable) “future”, detailed visions of future (that are time series in themselves as well) have to be built. (Fortunately this task in terms of the theory of model-generation can be very well automatized; it is not a real problem.) This requires to have similarly detailed experiences of the past used as input. Only this way can the idealizable constellations be discovered in all detail. We can assume knowing the quantities of attributes in the past/present and in the future, that critical levels (cf. electron shells) might exist, below which the chances of foresight are significantly lower, than knowing facts over the “critical mass”.

An other important regularity is that the accuracy of forecasting does not decrease self-evidently departing from the present, but this accuracy may shows differences (with a given method) depending on the forecasted period. So the constellations imported into the goal function cannot affect any pattern of time.

The operational steps of similarity analysis searching for the best model are the following:

· Constellations, for those contingency-like hit-rates (contradictions denoted in figures) can be formulated, have to be discovered. (The following phenomena may belong to here: relations revealing the changes in time/space, as well as the consistency criteria which represent professional statements in the format of yes/no statements)

· The modelling process has to be carried on, up to reaching the highest contingency value (in case of real time tasks to the time limit, in case of basic research in a theoretical level). 

· That model is the best among those that reach the same contingency-elvel, which ensures the best numeric accuracy.

It is not too complicated to recognise that the above-described procedure gives the subjective aspects of the customers of the analysis as well as the constraints of real-time analyses plenty of room. The aspects of the modeller can gather ground in two levels: Firstly in the optional interchangeability of errors concerning contradictions (constellations) being at the same level of contingency, secondly in case of arbitrary uniformity of multifactoral numeric error. But excluding “human factor” from the modelling process is not only impossible, but meaningless at the same time!

The practical efficiency of modelling is overshadowed by the searching space and strategy –as an independent modelling issue – (after the theory of phenomenon “Good”), which might also be improved, based on the similarity principles, but it cannot be fully automatized. And the practicability of these theoris is reinforced by the evolutions of chess machines.

Lerning from the experiences of learning processes: If a given strategy of human fine-tuning and the objective future success of learning could be recorded into a database of cases, then further fine-tuning processes can be initiated on this “learning” database. The objective of this process is to estimate based on the previous experiences, which constellations are more important and which numeric error-structures are more favourable. This issue can be handled automatically again through the objective similarity analysis!

To conclude the theoretical part we emphasize the followings: The essence of effective and efficient scientific problem solving is to separate those questions that can be objectively controlled in the future. These questions may be the foundation of some kind of cybernetic, balanced, sustainable society-development processes through making them automatic. In these processes objective-recognising problem-sensibility and the heuristic fine-tuning ability of individuals are the qualities of high value instead of the ability for monotony-tolerance. So knowledge can only be which can be made algorithmic (automatic), namely which can be passed on without any loss…
CONCLUSION

The society-level approach shows clearly where and which way can the “human factor” take part in modelling (cf. machine-human symbiosis). The enterprise-level approach brings on the idea, that a sustainable balance-principled strategy building cannot be handled efficiently with partial (corporate) data-assets and narrow-focused methodological theories (Pitlik et. al. 2006a,b). The “supracorporate” idea of information co-operatives (which is obligately reasonable in terms of data asset management) overshadows the grounds of the corporate competition strategy, since in this way even the best corporate strategies cause only symbolic advantage against the other competitors. After “defeating” the competitors, any attempt to utilizie the available resurces by the “winner” (namely efforts to preserve objective state of equilibrium) raises the phenomenon of “competition” from the relationships of groups of individuals to the level of reality and mankind. And this effort can be supported just by the consistency-based future modelling.
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