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III. évfolyam

A következőkben, az általam bemutatott WAM módszer, mind az adatszolgáltatók, mind az adatfelhasználók szempontjából hasznos rendszer.

A gazdasági élet minden területén előfordulhat, hogy adott idősor alapján kell becslést készíteni a hozamokra. Az ilyen helyzetekben szinte mára már nélkülözhetetlenné vált a modernizált, a gépiesített, a leggyorsabb és persze a legjobb eredményeket adó programok alkalmazása. Ezeket a módszereket „előrejelzésnek” is nevezhetjük, ugyanis segítségükkel meghatározható az optimális stratégia; másképpen fogalmazva, segítséget nyújtanak a döntés előkészítésében. Például a módszer kiválóan alkalmas a piaci előrejelzések készítésénél az elmúlt időszak eladási tapasztalatainak felhasználásával.

Az agrárágazatra konkretizálva a dolgot, pl. ha a termésadatok a szakma számára biztonsággal előre jelezhetők, akkor a termelő szervezet, vállalat, ill. magánszemély az eddigiekhez képest biztosabb helyzetbe hozható.

A mezőgazdaság évenkénti teljesítményének alakulását alapvetően befolyásolja a kedvező ill. a kedvezőtlen időjárás. Az utóbbit részletesebben kifejtve gondolhatunk, pl. a tavaszi ár-és belvizekre, amelyek miatt növekednek a vetetlen szántóterületek. Az áprilisi fagy a gyümölcsöket károsítja, a tavaszi csapadékhiány, majd az aszály a legtöbb növényi kultúránál rendkívüli terméskiesést okoz. A termelés csökkenésében ill. növekedésében a piaci viszonyok is közre játszhatnak. Például a külpiaci árak elmaradhatnak vagy meghaladhatják az előző évek adatait.

Ebből következik, hogy a mezőgazdaság bármely területét vizsgálva, akár a csapadékmennyiséget, akár a termésátlagot, akár a termésmennyiséget, vagy a piaci árakat, stb. előre megbecsülve mindenképpen a jövőbeli döntések és eredmények használatára válik a WAM módszer alkalmazása.

De mi is az a WAM?
A Gödöllői Agrártudományi Egyetem Gazdasági Informatika Tanszék kutatásai során egy 10 éves projekt eredményeként jött létre.

A WAM (Weights and Activities Model) Excel program segítségével készül. Alkalmas arra, hogy induktív szakértői és szabályrendszert állítson elő. Az új generációs eljárásokon belül a generátor-modellek közé sorolt módszer, amely az előrejelzési feladatok megoldásában az elérhető maximális pontosságot megközelíti. Ezt úgy éri el, hogy a rendelkezésre álló adatok alapján véletlenszerűen meghatározott súlyokat alkalmaz, valamint az elemzést 1000-szer futtatja le, ezzel megközelítve az elérhető maximális pontosságot.

Agrárkormányzati döntés elősegítése érdekében az adatok begyűjtése után, a WAM segítségével alakítanak ki előrejelzést, amit a döntésfolyamatban vesznek alapul. Ennek segítségével tudják az egymás után következő lépéseket szabályok között meghozni és a szakértői gárda számára elérhetővé tenni. Pl. szőlészetben, borgazdaságokban a szükséges állami támogatásról dönthetnek.

Egy adott probléma estén (pl. egy termék világpiaci árának növekedése) lehetőség nyílik arra, hogy egy már korábban tesztelt megoldási sémát kövessenek. Így azt már automatikusan tudják a problémákra alkalmazni. A küszöbértékek és a súlyok mutatják meg a megoldást. Pl. olaj hordónkénti világkereskedelmi ára növekszik 1 dollárral.

A WAM módszer előnyei:
· számítástechnológiailag jól kezelhető eljárás

· könnyen érthető, megtanulható, így széles körben alkalmazható

· előzetes feltevésekre, vizsgálatokra az idősort illetően nincs szükség

· a nagyszámú esetből adódóan megbízhatósága bizonyítottabb

A WAM módszer hátránya: a legjobb véletlen szám kombináció megtalálása a nagyszámú esetet figyelembe véve hosszabb időt vesz igénybe, így manuális úton történő megoldásra nincs lehetőség, csak számítógép alkalmazása lehetséges.

Az abdukció logikája és ezen belül az abduktív hozzárendelés teremti meg a lehetőséget az automatikus összefüggést-kereső eljárások előállításához, amik gyakorlatilag bármilyen problémára megoldást tudnak adni.

A WAM segítségével egyszerű logikai és numerikus elemeket ötvöző megoldás jön létre, amely megadja, mely magyarázó változók kerültek bevonásra az összefüggésbe, ezek milyen küszöbértékek esetén, milyen súllyal hatnak.

Hogy mindenki számára érthetőbb és áttekinthetőbb legyen a dolog, egy konkrét növénykultúra alapján mutatom be a rendszer alkalmazását.

A kiválasztott kultúrnövényem a napraforgó.

Tehát a feladatom a napraforgó termésátlagának (tonnában) becslése az 1987-2003 évek termésátlagadatainak felhasználásával.

Fő kérdés: Várhatóan a medián alatt vagy felett fog alakulni a termés az utolsó ismert 4 év adatai alapján az 5.évben? 

Annak magyarázata, hogy miért a medián kerül alkalmazásra a halmazban az, hogy ugyanannyi az ennél az értéknél kisebb, mint nagyobb elem. Ez a szám jól jellemzi az „átlagos termelési színvonalat”, hiszen éppen annyiszor ennél az értéknél sikerült rosszabb termést produkálni, mint jobbat. Így például egy monoton becslési stratégiával pl. csak alacsony, ill. csak magas termés, 50-50% az esélye a helyes vélemény kialakulásának. Ebből következik, hogy a vizsgálat az adott évben a napraforgó termésbecslése illetve betakarítása után végezhető el az ezt követő évre vonatkozóan. (2003 adataim pont ezért már adottak, mert a napraforgó betakarításának ideje ez év júliusában már megtörtént.)

Egyszerűségéből adódóan bárki használhatja ezt a módszert, aki jövőre vonatkozó becslést akar készíteni növénytermesztési ágazatban. Nemcsak a napraforgó termésátlaga becsülhető meg vele, hanem kellő mennyiségű adatsor –néhány éves termelési tapasztalat- segítségével bármely növény vonatkozásában megfelelő biztonsággal előre jelezhető, hogy az átlagnál magasabb vagy alacsonyabb terméshozam várható. A hozam becslése betakarító-kapacitás, szárítókapacitás tervezésénél nyújthat segítséget, de gazdasági megfontolások miatt is fontos. Nemcsak a hozam jelezhető előre a módszerrel, de meghatározható a fajlagos termelési érték és a fedezeti hozzájárulás is megtervezhető. Így a vállalkozás finanszírozásának tervezésében is segítséget nyújthat az előrejelzés.

Előnye abban rejlik, hogy végtelenül egyszerű és olcsó, ugyan akkor hasonló pontosságú becslést tesz lehetővé, mint a piacon található és több millió forintba kerülő kifejlesztett módszerek. Használata nem igényel programozói ismereteket, bárki képes alkalmazni, aki felhasználói szinten kezeli az Excelt.

Az alapadatok kiválasztásánál adatbázisként a Földművelésügyi és Vidékfejlesztési Minisztérium adatai (Földművelésügyi Hivatalok Főosztálya- 47.505/8/2002; 44.280/8/2003- jelentés a napraforgó előzetes ill. végleges termésbecsléséről), valamint mezőgazdasági szakirodalmak (Alex.Viorel Vránceanu: A napraforgó- Mezőgazdasági Kiadó, 1991; Mérnök és Vezető- Továbbképző Intézet: Jövedelmezőbb Napraforgó Termesztési szeminárium témáinak összefoglaló anyaga) szolgáltak.

Csoportosításuk megyénként a következő bontásban történt:

1. Bács-Kiskun megye: 1987-2003

2. Baranya megye: 1987-2003

3. Békés megye: 1987-2003

4. Borsod-Abaúj-Zemplén megye: 1987-2003

5. Budapest megye: 1987-2003

6. Csongrád megye: 1987-2003

7. Fejér megye: 1987-2003

8. Győr-Moson-Sopron megye: 1987-2003

9. Hajdú-Bihar megye: 1987-2003

10. Heves megye: 1987-2003

11. Jász-Nagykun-Szolnok megye: 1987-2003

12. Komárom-Esztergom megye: 1987-2003

13. Nógrád megye: 1987-2003

14. Pest megye: 1987-2003

15. Somogy megye: 1987-2003

16. Szabolcs-Szatmár-Bereg megye: 1987-2003

17. Tolna megye: 1987-2003

18. Vas megye: 1987-2003

19. Veszprém megye: 1987-2003

20. Zala megye: 1987-2003

Eredeti adatbázisban nem találtam kiugró aranytalanságot tükröző értékeket, így onnan minden adatot átvettem.

A módszer lényege, hogy az alapadatok transzformációjával létrehozzunk egy olyan idősoros oszloponként egy helyi értékkel elcsúsztatott mátrixot, amely az egymás után időben következő adatok egymáshoz viszonyított növekedését (1), illetve csökkenését (0) tükrözi. Ezekhez véletlenszerűen generálunk egy számot, és egy műveleti jelet, majd e három érték (0/1, a hozzá tartozó szám és műveleti jel) összefűzésével újabb mátrixot kapunk. Ennek a mátrixnak a viszonyulási mélységnek megfelelő sor és oszlop értékeinek összegzésével kapjuk a változás irányát jelző értéket, ha összehasonlítjuk a véletlenszerűen generált küszöbértékkel, mely a mátrix minimum és maximumeleme között helyezkedik el (0/1), ha az első mátrixban található értékkel megegyezik az adat, akkor jó az előrejelzés.

A WAM egy három részből felépülő táblázat. Az első harmada az alapadatokat tartalmazza a következő módon:

(tonna/ha/megye)

	Objektum
	x1
	x2
	x3
	x4
	y

	(megye-év)
	Hozam három évvel ezelőtt
	Hozam két évvel ezelőtt
	Hozam egy évvel ezelőtt
	Idei hozam
	Következő év hozama

	Megye 1 87-90
	64687
	65128
	65004
	65400
	64737

	Megye 2 88-91
	65128
	65004
	65400
	64737
	64992

	(…)
	…
	…
	…
	…
	…


Az x1-x4 oszlopok az adott megyének és a fővárosnak egymást követő négy évben elért termésátlagát, míg az y oszlop – melyre a becslés vonatkozik – az ezt követő év termésátlagát tartalmazzák. A következő “Objektum”-nál az x1 oszlopban egy évvel későbbi – az előző sorban ez volt az x2 –, termésátlag található, stb. 

Plusz még ehhez a részhez tartozik 3 kiegészítő sor:

· x1-x4 oszlopok minimum- és maximumértékei

· a minimum és maximum között fekvő véletlenszerűen generált küszöbérték

· y oszlopban ezt az oszlop értékeinek mediánja helyettesíti

A következő szakaszban ezen értékekhez hasonlítom majd a tényleges termésátlagokat.

Magyarázat: Egyrészt az szorul magyarázatra, hogy miért a maximum és a minimum között keresek küszöbértéket. Ez azért történt így, mert ha a küszöbérték kívül kerül ezen az intervallumon, akkor a maximum-minimum közé eső és azon kívül lévő terület arányának függvényében – illetve attól függően, hogy a küszöbérték mennyire kerül ki a fent emlegetett intervallumból –, az egyes változók hatását kizárom vagy konstanssá teszem. Küszöbértékek meghatározása: a véletlen számot megszoroztam a minimum értékkel, melyhez hozzáadtam a maximum és minimum érték különbségének a felét, így egy jellemzően magas küszöbértéket kaptam, mely valamivel magasabb, mint a maximum és minimum érték különbségének a fele. Medián használatára már az alapkérdésnél választ adtam.

A táblázat második harmada az előzőeknek megfelelő felépítésű. Ebben a mátrixban összehasonlítom az alapadatokat a megfelelő véletlenszerű küszöbértékkel, és ha az eltérés pozitív, vagy egyenlő a két érték, akkor azt (1)-gyel, ha negatív, akkor azt (0)-val jelölöm. Az o oszlop kivételével minden oszlophoz tartoznak kiegészítő értékek: két sor véletlenszerűen generált súly, melyek +1 és +100 közé esnek, illetve minden oszlophoz egy véletlenszerű +1 vagy -1. (A kettő összeszorzásával így +100 és -100 közé eső értékeket kapunk).

Magyarázat: A súlyokat csak azért tettem 1 és 100 közé, mert általában igen “népszerű” ez a megoldás. Természetesen használhattam volna bármilyen más számot is súlynak. A súlyokra és a +/- előjelre azért volt szükség, mert igazából nem tudható, hogy melyik x érték (év) mennyire és milyen irányba befolyásolja az y-t, ezért ezt a nem ismert hatást a véletlennel szimuláltam.

A harmadik mátrix három elem összefűzésével hoztam létre. Ha a 2. mátrix adott eleme 1, úgy a felső súly került be megszorozva az adott cellához tartartozó abszolút termésátlag-adattal és a véletlen +/-1-gyel a 3. mátrix aktuális cellájába, ha pedig az adott elem 0, úgy az alsó súly került be megszorozva az adott cellához tartartozó abszolút termésátlag-adattal illetve a véletlenszerű +/-1-gyel és még megszoroztam (-1)-el, így a két érték biztosan ellenkező előjelű lesz.

Magyarázat: Az abszolút termésmennyiséggel való szorzás lehetővé teszi, hogy az adott évnek – mint az előrejelzendő évet befolyásoló tényezőnek – valamilyen konkrét értéket adjak, amit módosítanak a véletlenszerűen előállított súlyok – melyekkel az éveknek az előrejelzésben ismeretlen hatását igyekszem szimulálni. Így összességében pontosabb becslésre számítok. Az eltérő előjellel jelzem, hogy a vizsgált érték a termésátlagok mediánja alatt vagy felett van. 

A becsült y értékeit úgy állítottam elő, hogy ugyanennek a mátrixnak a megfelelő évi x attribútum értékeit összeadtam, és korrigáltam az évek hatásával, vagyis az összeget elosztottam az adott időszak utolsó évével.

Magyarázat: Itt az a cél, hogy az x oszlopokból valamilyen módszerrel “eredőt” hozzak létre, de ehhez természetesen nem az összeadás az egyetlen alkalmazható módszer. Ebben az esetben az összeadás használatát úgy lehetne indokolni, hogy a vizsgált négy év hatásai a ötödikben összegződnek.

Ezután a becsült y oszlopnak megállapítottam a mediánját, majd egy újabb oszlopban összehasonlítottam ezt az értéket az egyes becsült y értékekkel, és az eltérést az előbbi módon (0)-val, vagy (1)-eljelöltem. Ezt követő oszlopban megvizsgáltam, hogy az így kapott (0)/(1) értékek megegyeznek-e a második mátrix megfelelő (0)/(1) értékeivel. Ha megegyezett, ismét (1)-el, ha nem (0)-val jelöltem, majd az oszlop alján százalékosan is kiszámítottam a találati arányt.
Magyarázat: Ebben az esetben sem kizárólag a medián alkalmazható, szabadon választható más középérték-számítási módszer (pl. átlagszámítás). Azért használtam a mediánt, mert így az összehasonlításban állandó alacsony vagy magas becslés mellett 50%-os találati arány érhető el (a medián fogalmából eredően). A véletlen alkalmazásával ezt kell minél jobban meghaladni.

Végül a következő két oszlopban szétbontom az utóbbi oszlopot aszerint, hogy a vizsgált időszak utolsó – tehát egy-egy objektum esetében a negyedik– éve egy meghatározott évnél (ebben az esetben 1996-nál) kisebb vagy nagyobb, majd az oszlopok alján kiszámítom a vonatkozó találati arányokat. Ezáltal egy tanulási illetve egy tesztidőszakot létrehozva vizsgálom az idősort.

A nagyszámú, visszakereshető eredmény létrehozásáért egy makró segítségével kiírattam egy új munkalapra (WAM (2)) azokat az értékeket, melyek minden vizsgálatnál újraszámolódnak: a küszöbértékeket, a súlyokat, a medián értékeket, illetve a találati arányokat.

A legjobb eredmény a következő lett:

- Összesített eredmény: 96,1538 %

- Tanulás: 96,6667 %

- Teszt: 95,7143 %

Négy alternatív megoldási sort kaptam, amelyből a 688. sort választottam a legmegfelelőbbnek. Ugyanis a teszt értékem 1%-kal kevesebb, de a tanulás érték 1%-kal jobb értéket mutat.

Ezek az eredmények egyszerre jelentenek meglehetősen nagy biztonságú előrejelzést és kiegyenlített tanulás/teszt eredményeket. Az eljárás során egy olyan függvényt kerestem, mellyel a rendelkezésre álló adatokból a lehető legnagyobb biztonsággal tudok előrejelzést készíteni a még ismeretlen termésátlagra. Mivel a birtokomban lévő elég hosszú adatsor esetében magas arányban ”találtam el“ a becsült y értékkel a termésátlag változásának irányát, így bízhatom abban, hogy a nem ismert értékeket is hasonló biztonsággal tudom előre jelezni.
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