Információs rendszerek alkalmazása

SZIE-GTK Alaplevelező III.

A környezetszennyezést kiemelten fontossággal kell kezelni a globális jellegére tekintettel.

A jövő generációk szempontjából is rendkívül fontos e kérdés, Európa-szerte is egyre  nagyobb hangsulyt  helyeznek a könyezetvédelemre  A rendszerváltozás óta többszörösére nőtt  a környezet szennyezés hazánkban .Ez is befolyásolt a témaválasztásban. Magyarország EU-csatlakozása megköveteli a környezetszennyezéssel kapcsolatos  adatgyűjtési és információs rendszerének további korszerűsítését. Ezt megerősítette az EU Bizottság Magyarország előrehaladásáról készített 1999. évi országjelentése. A statisztikai adatgyűjtés elavult rendszere fejlesztésre szorul. Ez szükséges ahhoz, hogy mind az EU-hoz való csatlakozás folyamata alatt, mind a csatlakozást követő időszakban kellően részletezett, EU kompatíbilis, naprakész információ-szolgáltatás történjék. Szükséges továbbá egy olyan nyilvántartási rendszer kialakítása, amely biztosítja a költségvetési és az EMOGA Garancia Részlegéből nyújtandó támogatások teljes körű adminisztrációját, pénzügyi és szakmai ellenőrzését. Az EU olyan információs rendszer kiépítését szorgalmazza, amely elősegíti a vidékfejlesztési intézkedések végrehajtását és az információhiányból adódó félreértések elkerülését 

Az előrejelzés egy olyan módszer, amely segíti és támogatja a döntéshozatalt, így szerepe van a döntés-előkészítésben. A megfelelő döntés-előkészítés szerepet játszik az eredményesség alakításában. . 

Mind az adatszolgáltató mind az adatfelhasználók szempontjából fontos előrejelzések során döntő fontosságú az elérhető maximális pontosságot megközelítő módszer alkalmazása. S választási lehetőség esetén célszerűbb az olcsó, gyors és könnyen átlátható, értelmezhető eljárás, mint például a WAM (Weight Activity Model) módszer alkalmazása.

.

A WAM-bemutató témájához a kapcsolt fő kérdés: Várhatóan a medián alatt vagy fölött alakulni a szennyezés átlaga az utolsó ismert négy év adatai alapján a következő, ötödik évben? A medián alkalmazásának magyarázata fogalmából ered, vagyis a halmazban ugyanannyi az ezen értéknél kisebb, mint nagyobb elem. Tehát ez a szám jól jellemzi az „átlagos növedék színvonalat”, hiszen éppen annyiszor sikerült ennél az értéknél rosszabb értéket produkálni, mint jobbat. Így becslés alapján 50-50% az esélye a helyes vélemény kialakulásának.

Az alkalmazott módszert bárki használhatja, aki becslést akar készíteni a jövőre vonatkozóan. A módszer előnye abban rejlik, hogy végtelenül egyszerű és olcsó, ugyanakkor hasonló pontosságú becslést tesz lehetővé, mint a piacon található és több millió forintba kerülő  módszerek. Mivel az alkalmazott módszer használata nem igényel programozói ismereteket, bárki képes alkalmazni, aki felhasználói szinten kezeli az Excelt.

Az alapadatok kiválasztása:

Adatbázisként a szennyezés mértét vettem figyelembe, megyénként a következő bontásban:

1. Baranya megye: 1986-2002,

2. Bács-Kiskun megye: 1986-2002,

3. Békés megye: 1986-2002,

4. Borsod-Abaúj-Zemplén megye: 1986-2002,

5. Csongrád megye: 1986-2002,

6. Fejér megye: 1986-2002,

7. Győr-Moson-Sopron megye: 1986-2002,

8. Hajdú-Bihar megye: 1986-2002,

9. Heves megye: 1986-2002,

10. Komárom-Esztergom megye: 1986-2002,

11. Nógrád megye: 1986-2002,

12. Pest megye: 1986-2002,

13. Somogy megye: 1986-2002,

14. Szabolcs-Szatmár-Bereg megye: 1986-2002,

15. Jász-Nagykun-Szolnok megye: 1986-2002,

16. Tolna megye: 1986-2002,

17. Vas megye: 1986-2002,

18. Veszprém megye: 1986-2002,

19. Zala megye: 1986-2002,

20. Budapest: 1986-2002.

Az eredeti adatbázisból mindent átvettem, mivel nem találtam kiugró aránytalanságokat tükröző értékeket. 

A módszer:

Az előrejelzés WAM módszerrel készült Excel program segítségével. A WAM az új generációs eljárásokon belül a generátor-modellek közé sorolt módszer, amely az előrejelzési feladatok megoldásában az elérhető maximális pontosságot közelíti. (Az elegendő rendelkezésre álló alapadat alapján véletlenszerűen meghatározott súlyokat alkalmaz, majd a későbbiekben alkalmazott makrót 1000-szer futtatja végig a táblázaton, mely közelíti az elérhető maximális pontosságot).

A módszer lényege, hogy az alapadatok transzformációjával létrehozunk egy olyan idõsorosan oszloponként egy helyi értékkel elcsúsztatott mátrixot, amely az egymás után idõben következõ adatok egymáshoz viszonyított növekedését (1), illetve csökkenését (0) tükrözi. Ezekhez véletlenszerűen generálunk egy számot, és egy műveleti jelet, majd e három érték (0/1, a hozzá tartozó szám és műveleti jel) összefűzésével újabb mátrixot kapunk. Ennek a mátrixnak a visszanyúlási mélységnek megfelelő sor és oszlopértékeinek összegzésével kapjuk a változás irányát jelző értéket, ha összehasonlítjuk a véletlenszerűen generált küszöbértékkel, mely a mátrix minimum és maximumeleme között helyezkedik el (0/1), ha az első mátrixban található értékkel megegyezik az adat, akkor jó az előrejelzés. 

A WAM egy három részből felépülő táblázatot jelent, amelynek első harmada az alapadatokat (l/ha) tartalmazza az alábbi módon:

(l/ha)

	Objektum
	X1
	X2
	X3
	X4
	Y

	(megye-év)
	
	

	
	3 évvel ezelőtt
	2 évvel ezelőtt
	Tavaly
	Idén
	Következő évben

	megye1
	1986-1989
	7,5616
	7,5616
	7,9438
	7,9438
	8,2145

	megye1
	1987-1990
	7,5616
	7,9438
	7,9438
	8,2145
	7,5624

	(…)
	…
	…
	…
	…
	…
	…


Az X1-X4 oszlopok az adott megyének, illetve a fővárosnak az „Objektum” oszlopban olvasható  szennyezés átlagát tartalmazzák, míg az Y oszlop – melyre a becslés vonatkozik – az „Objektum”-ban rögzített időszakot követő évre vonatkozó szennyezés átlagot. Ezeken kívül ehhez a részhez tartozik 3 kiegészítő sor: 

· az attribútumok minimum- és maximumértékei,

· a minimum és a maximum között lévő véletlenszerűen generált küszöbérték,

· Y oszlopban ezt az oszlop értékeinek mediánja helyettesíti.

A későbbiekben ezen értékekhez hasonlítom majd a tényleges szennyezés átlagát. A maximum és minimumértékek segítettek abban, hogy az egyes adatoszlopok (magyarázó tényezők) plauzibilitását meg tudjam ítélni (vö. kizárt adatsor esete).

Magyarázat: Az egyik kérdés, hogy miért a maximum és a minimum között keresek küszöbértéket. Ennek az a magyarázata, hogy amennyiben „kiengedem” a küszöbértéket ebből az intervallumból, akkor a maximum-minimum intervallum és az ezen kívül fekvő intervallumrészek arányától függő valószínűséggel egyes változók hatását kizárom, ill. konstanssá teszem, mely 4 változó esetén nem kívánatos (de elvileg fontos WAM) tulajdonság. A küszöbértéket a következőképpen határoztam meg: a véletlen számot megszoroztam a minimum értékkel, melyhez hozzáadtam a maximum és minimum érték különbségének a felét, így egy jellemzően nem túl magas küszöbértéket kaptam, mely valamivel magasabb, mint a maximum és minimum érték különbségének a fele. A másik kérdésre, a medián alkalmazására már a fő kérdés magyarázatánál kitértem.

A táblázat második harmada hasonlóan felépített oszlopokat tartalmaz. Ebben a mátrixban az alapadatoknak a megfelelő véletlenszerűen generált küszöbértékekhez képest pozitív, vagy negatív eltérését rögzítettem. Amennyiben az eltérés pozitív, vagy egyenlő, akkor azt (1)-gyel, ha negatív, akkor azt (0)-val jelöltem. Az O oszlop kivételével minden oszlophoz tartoznak kiegészítő értékek: két sor véletlenszerűen generált súlya, melyek +1 és +100 közé esnek, illetve minden oszlophoz egy véletlenszerű +1 vagy -1.  (A kettő összeszorzásával gyakorlatilag +100 és -100 közé eső értékeket kapunk.) 

Magyarázat: A súlyok kiválasztásának indoka, hogy jól vizualizálhatók az abszolút értelemben 1 és 100 közé eső súlyok. Ennek megfelelően használhattam volna tetszőleges érték pozitív és negatív intervallumát is (pl. +1 és -1, +200 és -200 vagy akár -750 és +750 közé eső értékeket). Ezekre azért van szükség, hogy megvizsgálhassam, a különböző X attribútumok milyen mértékben befolyásolhatják az Y-t. A +/- eltérés pedig azért szükséges, mivel nem mindig tudhatjuk, hogy melyik attribútum (év) milyen irányba (egy küszöb esetén egyenes vagy fordított arányban) befolyásolja a becsülni kívánt évet, így ennek szimulálására a véletlen éppen megfelel.

A harmadik mátrix három elem összefűzéséből jött létre. Amennyiben a 2. mátrix adott eleme 1, úgy a felső súly került be megszorozva a véletlenszerű +/-1-gyel és a 2. mátrix adott elemével, ha viszont az adott elem 0, úgy az alsó súly került be megszorozva a véletlenszerű +/-1-gyel, a 2. mátrix adott elemével és még megszoroztam (-1)-el, hogy a két érték biztosan ellenkező előjelű legyen.

Magyarázat: Eltérő előjellel jeleztem, hogy a vizsgált érték a szennyezés átlagok mediánja alatt vagy felett van.

 A becsült Y értékeit úgy állítottam elő, hogy ugyanennek a mátrixnak a megfelelő évi X attribútum értékeit összeadtam.

Magyarázat: Az összeadás tényének különösebb jelentősége nincs, a lényeg, hogy az öt X-oszlop értékeiből valamilyen módszerrel egy „eredőt” generáljunk. A cél az, hogy az „összegzés” eredményeként – a későbbikben leírtak szerint – pontosabb becslést kapjunk (Így például éppen használható lenne az átlag, a variancia, az eltérések négyzetösszege, vagy bármilyen statisztikai illetve matematikai módszer is, például SIN, medián, stb.)

Ezután a becsült Y-oszlop alapján egy véletlen számot generáltam.

Magyarázat: itt sem kizárólag egy véletlen szám generálása alkalmazható, szabadon választható más középérték-számítási módszer (pl. átlagszámítás, illetve medián).

Ezután egy újabb oszlopban összehasonlítottam ezt az értéket az egyes becsült Y-értékekkel, és az eltérést az előbbi módon (0)-val, vagy (1)-eljelöltem. 

Magyarázat: Ez a következő lépésben történő összehasonlítás egyszerű kivitelezhetőségéért történik.

Ezt követően a következő oszlopban megvizsgáltam, hogy az így kapott (0)/(1) értékek megegyeznek-e a második mátrix megfelelő (0)/(1) értékeivel. Ha megegyezett, ismét (1)-el, ha nem (0)-val jelöltem, majd az oszlop alján százalékosan is kiszámítottam a találati arányt.

Végezetül a következő két oszlopban szétbontottam az utóbbi oszlopot aszerint, hogy a vizsgált időszak kezdőéve egy meghatározott évnél (jelen esetben 1995-nél) kisebb vagy nagyobb. Ha kisebb vagy egyenlő volt a kezdő év a kiválasztott évnél, akkor a tanulás értékeit, ha nagyobb, akkor a teszt értékeit vettem figyelembe, azaz 1995-ig  a tanulás, majd 1996 után a teszt értékeit vettem figyelembe. Az év választásánála a tanulás-teszt oszlopok kiegyenlítettségére próbáltam törekedni, ugyanis ha a vizsgált időszak első évét  vettem volna alapul, akkor a teszt értékei kerültek volna túlsúlyba. A jó találati eredmény érdekében 1995-et vettem figyelembe. Ezután az oszlopok alján kiszámítottam a rávonatkozó találati arányokat. Így egy tanulási, illetve egy tesztidőszakot létrehozva vizsgáltam az idősort annak megállapítására, hogy a tanulás adatait felhasználva milyen eredményt kapok a teszt során.  

A nagyszámú, visszakereshető eredményű vizsgálat megvalósításának érdekében egy makró segítségével kiírattam egy új munkalapon (WAM (2)) jelenítettem meg azon értékeket, melyek minden vizsgálatnál újraszámolódnak: a küszöbértékeket, a súlyokat, a generált véletlen számot, illetve a találati arányokat. 

Eredmények:

Az általam előállított legjobb eredmény a következő lett:

	Összesített:
	81,5384 %

	Tanulás:
	82,5 %

	Teszt:
	80,7142 %


(Próbálkoztam több adat bevonásával is, de az adattöbblet nem hozott kedvezőbb eredményt.)

Az ezen megoldáshoz tartozó küszöbértékek, súlyok és előjelek egy olyan függvény együtthatóit határozzák meg, mely a fenti 81,5384 %-os biztonsággal tud válaszolni az alapkérdésére. 
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