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ABSTRACT
Present status: The knowledge representation knows a massive (and a continuously increasing) set of techniques (like moving average, smoothing regression, expert/rule systems, fuzzy logic, neural network, staircase function, etc.) how models their learned knowledge (re)presents concerning the basic formula: Y=f(X1, …, Xi, …Xn). These types of modelling approaches deliver us these formulas and they let us use these formulas e.g., to simulate seemingly causal consequences (outputs) for (arbitrary) new input-constellations as if we call a function (f) in a programming language.
Goal/Task: The authors explored however a new form of knowledge representation where the function “f” is not existing in a trivial way. This new technique will be called as non-causal-modelling/forecasting (NCM or NCF). 
Solution: The NCM has following logic: the problem should be described in form of an OAM (object-attribute-matrix), where the rows are the cases/objects/experiences. The columns are the attributes being existing in a parallel way. One of the attributes is the time as such (c.f. seconds, minutes, days, weeks, years numbered from an arbitrary starting point or numbered as ranking values from 1 to n). It is also necessary to define a time-interval (the number of the needed time units for forecasting). The calculations can be made in MS Excel, based on the Solver-Add-In. The calculation process is very simple: a set of statistical characteristics should be derived for the known past and also for the whole time-period (incl. expected future – with random initial-values for each row and column in this logical unit). A Solver-model needs an objective function or an error which can be minimized. The error definition is also very simple in the basic construct: the squared error of the differences between the statistical characteristics (like correlation, sum, modus, standard deviation, median, etc.) should be calculated for one or more characteristics. The fine-tuning of the basic concept can be realized through penalties or modification parameters of the targeted differences of the statistical characteristics for each attribute: the differences should not be zero at all because/if the past produce non-zero patterns too.
Already closed experiments: With other techniques (like similarity analysis where time-production-functions can be derived for quality assurance of the raw data), it is possible to optimize the needed/useful raw data. Parallel, the penalties (only for one single attribute and one single statistical characteristic) ensured also an objective better approximation concerning the known-future (test-data). The penalties could be estimated in an algorithmized form.
Argumentations – why this technique is robust (c.f. fast, scalable, flexible): The Solver-based solution produce “only” the estimated values for the future – not a time-production-function compared to other techniques like the similarity analysis for filtering bad and good data. The name of NCM means therefore: we do not have possibilities the extract the seemingly causal connection between the attributes (e.g. there is no ceteris paribus views – in a direct way, but of course – we have the possibility here too, to variate one single input in the past and to see, what kind of changes can be detected in case of one or more attribute(s) and one or more time-unit(s)). The statistical characteristics can be calculated for arbitrary amounts of cases and attributes in frame of an Excel worksheet. The Solver estimated future values always based on the same complexity (it means on the aggregated squared or even absolute differences), which can not cause the increasing the mathematical complexity through the volume of the raw data. 
Future: This Solver-based technique can be involved into a VPN-like management system / running frame, where one or more local Solver-engine(s) work(s) under a kind of remote-control system supporting mobile users (c.f. C-URL). Further consistence-based fine-tuning can be realized through stepwise reduced data assets (c.f. histograms) and/or through specific (e.g., diagonal) patterns in the forecasting.
Demo: e.g., https://miau.my-x.hu/miau/291/special_forecast5.xlsx 


Introduction
In nowadays business world, we all work with sever kinds of forecasts and estimations. There can vary between e.g., a simple moving average calculation or regressions and more complex neural networks. No matter which of these we are using to predict the future values of our attributes, they all are using the basic formula of Y=f(X1, …, Xi, …Xn). This means, when this formula is given to some kind of data set, we can then re-use the given formula all over again for our predictions and forecasts in case of arbitrary new input-constellations. This could also lead us to misunderstand the relations between our data and let us assume that there is a kind of causal consequence between them. Moreover, all the above-mentioned statistical calculations will give numbers (estimations) as a result. If it is valid or realistic enough, is just up to us to decide. Given the fact that these calculations always give something (number) as a result, we can easily be a victim of having a false perception of the future of our date e.g., sales forecasts, exchange rate forecasts etc. 
In this research we want to emphasise on consistent, solver-based and OAM (object-attribute-matrix)-oriented non-causal models/forecasts (NCM/NCF) where multiple variables such as correlations, averages, etc. has been observed between the arbitrary objects (lines, rows) and arbitrary attributes (columns) and then summed up in one single variable. Important to highlight here, that in the NCM/NCF models the Y=f(X1, …, Xi, …Xn) formula will never be known. But it is necessary to define time passage to the database (which can be daily/weekly/quarterly), as time will be the one single known Y attribute to the dataset. To complete the model, we also need to define how long ahead we wish to forecast. With the above mentioned NCM/NCF models we have been able to detect a new way of knowledge representation, which is a completely new method regarding the forecast/modelling industry.
After several experiments like data quality assessment or involving penalties, we have been able to generate step-by-step more objective satisfying results regarding to the actual data. Following the Knuth’s principle, all of the presented scenarios and experiments can be algorithmized, therefore it creates information added value. 
The main question of the research if our model (NCM/NCF) can be better than any kind of statistical forecasts, given the fact that the formulas between the fact data is not known. 
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Goals
The research tries to explore a new knowledge representation form and to benchmark with the well-known alternative in order to demonstrate the unique characteristics of the new (non-causal) modelling.
Tasks/answers
The research has to answer following questions:
· Is it possible to create a knowledge representation form (basically for forecasting challenges), where the formula between the input data-constellations and the model-outputs can not be extracted? (Preferred answer: YES)
· Can this model be optimized through (e.g., Microsoft) Solver-engines? (Preferred answer: YES)
· Will this non-causal-modelling be capable of handling ceteris paribus phenomena? (Preferred answer: YES)
· Is it possible to model the time as such? (Preferred answer: YES)
· Is it possible to create a new JOKER-application after the first approach of Dobó (1991/1992: https://www.antikvarium.hu/szerzo/dobo-andor-22304)? (Preferred answer: YES)
· Will it be possible to handle with the restrictions of MS Excel-Solver? (Preferred answer: YES)
· Will this Solver-based (local) solution be usable for remote access? (Preferred answer: YES)
Motivations
To model time and space (c.f. Pitlik et al 2005, http://miau.my-x.hu/miau/82/kjm_en_ecology_full.doc) is a general challenge for each developer since ever. Parallel, a GPS-(general-problem-solving)-like solution like JOKER based on the similarity of objects/data is more and more important in our AI-oriented world. Besides, a Solver-based solution for forecasting can be presented and explained for Students in case of quasi arbitrary courses. Finally, the gossiping alternatives without any possibility of consistence and/or the none-system-answer (it means: I-do-not-know-answer) should be substituted with a new and simple logic of modelling where more and more rational expectations can be ensured in a parallel way instead of delivering a set of arbitrary details/estimations without any logical consensus between them. Finally, the MY-X research team tries starting from 1987 to develop new and newer forms of knowledge representations and/or for their real applications (c.f. Innovation Awards 2012, 2014, or INNOCSEKK-grant 2006-).
Targeted groups
The learning effects should be the most relevant impact in case of Students who does not need from now on to study complex mathematical/statistical theories, but they will be capable collecting their expectations to ensure a high-level consistence behind the needed forecasts. The researchers (quasi context free) will be also capable of modelling complex systems in a parallel, fast, and efficient way. The decisions makers (and/or assistant of them as information brokers) can complete data sets with lacking positions without relevant resource allocation.
Information-added-value
The simplicity, the effectivity and efficiency of NCM/NCF lead to a new (lower) level of resource management which generate information-added-values in an automated way.
Relevant literature
The following layers of the broad and deep literature about modelling is relevant to understand the importance and impact of the new knowledge representation form:
JOKER
Estimation of lacking matrix-positions (Dobó – 1987- – c.f. source: personal cooperations): The general idea of a non-causal-modelling (definition: see later in chapter Research and Findings) can be identified by Andor Dobó, who created a software for estimation of lacking position in an OAM (object-attribute-matrix). The context free approach used a kind of similarities between the particular given data.
Causal modelling approaches
Solver-based own experiments: The modelling (machine learning) should have a kind of exit-rule where the algorithm knows when a process should be closed (e.g., backpropagation in case of neural networks). In order to avoid such kind of modelling modules, it was a trivial idea to use Solver-engines (like Microsoft Solver). Solver-based modelling needs only the input data and it produce quasi automatically the needed outputs.
Regressions: Regressions can also be derived in form of Solver-based approaches (c.f. https://miau.my-x.hu/miau2009/index.php3?x=e0&string=regression) 
Neural networks: It is also possible to create neural networks with Solver-engines (c.f. https://miau.my-x.hu/miau2009/index.php3?x=e0&string=neural). 
Decision trees: Decision trees (rule systems) can also be generated with Solver-engines where the most simple construction is the WAM (the weight and activity model – with simple rules for cases above and under thresholds) (c.f. https://miau.my-x.hu/miau2009/index.php3?x=e0&string=decision.tree, and/or https://miau.my-x.hu/miau2009/index.php3?x=e0&string=wam).
Fuzzy logic: https://miau.my-x.hu/miau/275/fuzzy_2x_6trapez_4pont_bc_no_azonossag_ifthen_eset10_new.xlsx 
Future-generator (Pitlik, 1993): The future generation is a layer of the PhD-dissertation of Pitlik (http://miau.my-x.hu/miau/81/efitawcca2005_kjm_en.pdf) where an arbitrary OAM (e.g., time-space-phenomena) can be completed (extended) with the future positions based on the co-ordinates of each data in the matrix. 
Similarity analysis
Solver-based modelling: Stair-case functions (c.f. COCO = component-based object comparison - https://miau.my-x.hu/myx-free/index_en.php3, https://miau.my-x.hu/miau/196/My-X%20Team_A5%20fuzet_EN_jav.pdf) are a specific form of knowledge representation where a staircase function is a decision tree and/or a neural network and/or a kind of fuzzy logic interpretation and/or a specific regression – but always with extractable formula between Y and Xi. The most complex interpretation is then needed, if a staircase function does not have any restrictions (c.f. explorative modelling with flexible ceteris paribus forms). The context-free-character of the staircase function can be seen in the following research study: http://www.tess-project.eu/deliverables/TESS_wp4_d41_Database_of_models_that_relate_species_and_incomes_to_land-use_15_Nov_2010_IST.pdf#page=41 
Consistence-oriented quasi-GPS-modelling (Pitlik - https://miau.my-x.hu/myx-free/index_en.php3?_filterText2=*consistenc): Already the simple/segregated staircase functions produce a specific consistence (c.f. function-symmetries), however the chained staircase functions are capable of approximating arbitrary levels of complexity.
Enforced structures (Bunkóczi): The dissertation of Bunkóczi (2013 - http://miau.my-x.hu/miau/179/phd_bl) demonstrate that pre-structured attributes are useful for building of complex causal systems. It means, e.g., the outputs of regressions should be involved e.g., into staircase-function-oriented analyses parallel to their raw attributes. This is kind of a strategy for hybridized modelling.
Case study for test-less modelling with optimized data (Barta): The dissertation of Barta (2021 - https://miau.my-x.hu/miau2009/index_en.php3?x=e171, https://miau.my-x.hu/miau2009/index_en.php3?x=e159) presents modelling results concerning robotized audits about test-less modelling, and genetic-potential-based model-finetuning…
Research and findings (non-causal modelling)
This chapter presents a kind of definition for NCM/NCF, and the details of their characteristics based on simple experiments:
Definition
Non-causal is a model in such cases when the knowledge (formula) can not be extracted from the modelling tool. With other words: Estimations for a new input constellation can not be calculated without the data used for modelling before. The NCM is context-free and OAM-(object-attribute-matrix)-oriented. The NCM is capable of handling with lacking patterns (from one single position to only one single-row + column given c.f. JOKER). NCM does not need time as attribute, but NCF uses time as Y.
Experiments and hypotheses
The following experiments present the detailed description of the most important characteristics of the NCM:
Experiment#1: Optimizing data assets
1a: Exclusion of (the most useless) data
About the data quality assessment processes on Google Trends data wrote by Váradi (Váradi, 2022, OTDK: https://miau.my-x.hu/miau2009/index_en.php3?x=e169). A demo can be downloaded here: https://miau.my-x.hu/miau/291/data_asset_quality_assurance_layers.xlsx The process is simple: we have to model the time (Y) as such based on arbitrary attributes. The estimation quality of the time as Y can be homogeneous or not. If the estimations (https://miau.my-x.hu/miau2009/index.php3?x=e0&string=cutting - see the online software, and https://miau.my-x.hu/miau2009/index.php3?x=e0&string=szakaszol – as description of the software logic) can be seen as one set then each time-unit (object) and each data (concerning each attribute) has the same quality. If the time-estimations are inhomogeneous then some of the data (e.g., the deep-past) may be discredited: c.f. figure#1:
[image: ]
Figure#1: Relationship of estimations and facts in case of time-id-objects as Y (source: https://miau.my-x.hu/miau/291/data_asset_quality_assurance_layers.xlsx)
The NCM-runs with more qualitative data delivered better forecasts (https://miau.my-x.hu/miau/291/special_forecast3.xlsx), and this experience was also described in the dissertation of Barta (2021: https://miau.my-x.hu/miau2009/index_en.php3?x=e171, https://miau.my-x.hu/miau2009/index_en.php3?x=e159) based on Pitlik (e.g., genetic potential driven machine learning management - https://www.google.com/search?q=%22genetikai+potenci%C3%A1l%22+pitlik+site:miau.my-x.hu).  
1b: Reducing data for histograms
Another useful possibility to derive a kind of statistical consistence is the histogram-oriented modelling. It means: the data asset should be reduced e.g., step-by-step where always the deepest past (the particularly last record/object) should be deleted. The result is a set of estimations based on less and less input (c.f. sensitivity analysis). The parallel estimations produce a histogram. A histogram can deliver a classic (c.f. beta or Gauss-like) shape or a (Bactrian-camel-like) shape with more than one maximum value. The classic shapes let assume that the maximum of Y determine the best estimation for X. The Bactrian-camel-shape-variations lead directly to parallel futures and therefore to the none-system-answer (see later).
Experiment#2: Involving penalties
Penalties are a kind of optimized targeting values instead of the (naive) sameness-principle concerning the correlations values (and/or averages, min/max-values, modus/median-values, etc.) for the past and the full time-horizon (incl. future positions). The rational chosen penalties lead to better estimations. Penalties can be derived/optimized based on the differences between the statistical characteristics time-unit by time-unit (c.f. Figure#2 and Figure#3). 
[image: ]
Figure#2: source = own presentation, Y = correlation values, X = time-units
[image: ]
Figure#3: source = own presentation, Y = correlation values, X = time-units
Results of the NCM model forecasts can be optimised based on penalties per attribute. This can be completed, by having a closer look on the value changes of correlations to each and every single attribute (c.f. Váradi OTDK - https://miau.my-x.hu/miau2009/index_en.php3?x=e169). It is already useful enough for the accuracy of a forecasting challenge, if the sign of the next value is given compared to the sameness-principle…

Experiment#3: Ceteris paribus
If e.g., the last fact of a time series (c.f. EUR/HUF) will be changed (like as impact of a speculation process), then the consequences are similar compared to the interactions of waves (c.f. interferences). Figure#4 demonstrate potential impacts for the future from a direct compensation one (see curve for “72id”) to complex non-linear, non-monotonous ones (like “91id”).
[image: ]
Figure#4: own presentation, source: https://miau.my-x.hu/miau/293/ceteris_paribus_ncm.xlsx 
Figure#4 should have an immense value for speculation experts of diverse stock changes…
Experiment#4: Patterns 
The NCM/NCF logic use the time as Y and therefore, the time is modelled. We search for estimation values, which are capable reflecting the penalty-oriented/derived relationships between past and future. The time-dependency is a kind of consistence frame, but there are other patterns to detect or to enforce:


4a: Spontaneous pattern-building
If we create an NCF for e.g., Google Trends values, where a kind of seasonality can be detected, then it is a massive checking forcefield, if we can detect rational seasonality effects without any other programming enforcements (see Figure#5), where e.g., the August-peaks of the past (in case of the Budapest Fireworks) could also be detected in a spontaneous form in the forecasted future:
[image: ]
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Figure#5: own presentation, source: https://miau.my-x.hu/miau/293/ncm_pattern_seasonal.xlsx and Google Trends


4b: Enforced patterns:
[image: ]
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Figure#6: own presentation, source: https://miau.my-x.hu/miau/293/pattern_ncm.xlsx 


Experiment#5: Scalable modelling or chained forecasts
The Microsoft Excel licence for a normal user works with restrictions: ca. 100 future-positions can only be estimated in one single optimization process. However, we can derive estimations for the first 100 positions and the second 100 position in different ways: e.g., without and with overlapping. Without overlapping means: the estimations will be calculated in 100-position-blocks independent from each other. The estimations with overlapping effects define the second 100 positions so, that a part of them was already part in the block of the first 100 positions too.
Experiment#6: Overlapping effects in the forecasting
If the last ‘n’ existing time-unit-data are seen as a part of the future, then the parallel forecasts for the known and the real forecasts for the unknown future-positions (in ideal case for only one time-unit) makes it possible to sum the values of the known positions and also to sum all forecasts and the difference pro attribute is the final forecast for the real future pro attribute. The irreal estimations (c.f. not-allowed value like minus values in case of ranking values) can be interpreted as a none-answer, where the robot does not want to deliver a valid answer. Demo: https://miau.my-x.hu/miau/293/ncm_chained_and_overlapping_effects.xlsx 
Results
Feature#1: Bodyless modelling – (Yj=f(X1, …, Xi, …, Xn)) – The NCM is like a virus without real cell structures but with proteins and RNAs. The NCM is therefore one of simple constructs ever existing.
Feature#2: Scalable modelling – (ensuring limitless forecasting) – The chained NCM can be used for quasi unlimited positions of the future. The NCM estimations have a more flexible relationship to each other like the ‘Finite_element_method’ and/or the modelling logics e.g., for weather forecasts.
Feature#3: Fast modelling – The NCM is simple, therefore fast. The data set for pre-calculations concerning the past can be quasi unlimited, the basic functions like correlation, max, min, average, median, modus, etc. can be derived in non-exponential time. The Solver-engine have to prove the impacts of the particular set of the future only here and now for 100 positions.
Feature#4: Consistence-oriented modelling – (time as frame + patterns + automated derivable characteristics like correlation + ceteris paribus shapes + etc.) – The NCM can gossip but the consistence frames are strong and diverse. Therefore, a positive Turing-test for NCM is the minimal expectation compared to human experts in the field of forecasting (NCF) or even in arbitrary domains (c.f. NCM = JOKER#2).
Feature#5: Multi-layered modelling concerning the objective function – (correlations, averages, max, min, modus, media, etc.) – The objective function for the Solver-engine can be completed from arbitrary layers. The aggregated error-value (having to minimize) can be handled even with genetic algorithms.
Feature#6: Multi-layered modelling concerning the consequences (Yj) – The NCM is capable of estimating arbitrary complexity, it means arbitrary set of attributes and future time-units in a parallel way.
Feature#7: JOKER#2 – The old JOKER concept can be substituted based on NCM-variants (demo: https://miau.my-x.hu/miau/293/joker%232.xlsx).
Feature#8: capability of the none-system-answer – The NCM is capable delivering none-system-answers. It means, there is no enforced gossiping-danger (c.f. regressions, raw neural network) in the NCM concept in the hidden layers.
Discussion
Alternative solutions: The NCM is a kind of intuition generation, because there are mostly more than one future alternative realistic caused through the high number of future positions.
None-answer on system level: The none-system-answer needs a kind of hermeneutic layer where the context free or context-depending rules are given. In case of one or more rule breaking(s), the consequence can be the none-system-answer automatically.
Conclusions
Automatable: The NCM as expected, is an entirely automatable process (c.f. Knuth’s principle: https://miau.my-x.hu/miau2009/index_tki.php3?_filterText0=*knuth). On the other hand: there are a lot of possibilities to involve the expert’s intuition into the modelling processes (c.f. human-machine interactions – cyborgs).
Marketable: There are high potentials concerning the added-values in different domains. Parallel, the NCM can also be used where customers are simply curious (c.f. Google Trends, Google NGRAM).
Learnable/teachable: The NCM is such a simple process, that the teaching/learning can already be started in case of high-school-Students – the first experiments produced immediately positive resonances – similar to the Solver-based teaching in general.
Turing-test: The NCM-based results are highly consistent, and this quality can be transferred to the test persons e.g., in form of interpretative texts. Therefore, the Students, who never learned about artificial intelligence, accepted the results of NCM as result/expertise of/from human experts.
Fine-tuneable: The NCM can handle a kind of arbitrary complexity, where the relationship between e.g., layers of the objective function (aggregated error-building with correlation, averages, max, min, modus, media, etc. – in a parallel way) can reach such a complexity level, that the human experts are not capable following these simulation-like systems.
Future
Mine-sweeper-like OAMs (JOKER#3): From mathematical point of view, the old JOKER#1 concept (where one row and one column should be given in the OAM) is not the most critical one: e.g., if the crossing point of the one-row-one-column expectation is not given, even this central position should be estimable based on similarities of the other data like in case of the mine-sweeper-game.
Involving other/own Solver-engines: The most critical feature of the NCM is the Solver-dependency as such. Therefore, in future it seems to be a real challenge to develop an NCM-specific Solver-engine making the analytical service for cloud-technology realistic and at the same time efficient. 
Benchmarking processes for different domains (e.g., weather): If objective experiments are existing (c.f. https://miau.my-x.hu/miau/293/idojaras%20tenyek_vs_elorejelzesek_2022_09_19-10_19.xlsx, https://miau.my-x.hu/myx-free/olap/olap3/4_olap_m.php3), where competitive the accuracy values of analysts are derived, then CNF can deliver massive evidences of how robust these forecasts are. In case of the weather, the objective benchmarks are not produced from the competitors – unfortunately. However, if someone interpret the objective percentage values from Students, then the following sentence may be formulated: the accuracy for a binary question (about increasing/decreasing in system level) is lower, than 50 %. It means: the opposite declarations should be better, than the official ones!
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