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Abstract
History of the project: The SPEL (Sektorales Produktions- und Einkommensmodell der Landwirtschaft = Sectoral Production and Income Model for Agriculture, see: https://op.europa.eu/portal2012-portlet/html/downloadHandler.jsp?identifier=84b7fd4b-7fd9-4446-98b0-500f176f891f&format=pdfa1b&language=en&productionSystem=cellar&part=) is a sophisticated framework for a consistence-oriented data asset management (since 1980). The Hungarian activities on this research field is an important part of the education about integrated information systems. The most relevant characteristics of the SPEL system is the strong consistence, where raw data are finetuned if biological rules can not be reflected in a direct way. 
Goals/Tasks: The presentation and the full-text publication have to demonstrate, how robust biological patterns can be modelled based on a non-causal, but multi-layered consistence-oriented approach (JOKER#2). The robustness of these estimations is not only a question of numerical approximation, the experiments (as tasks) should also be capable of covering the hidden system-logic. 
Solutions: JOKER#2 is the name of a new software-concept ensuring automated estimations in a context-free way, (c.f. https://tr.discoveranatolia.org/_files/ugd/614b1f_5d2ae9f2566d4177a40f63debab3f684.pdf#page=29). JOKER#1 was constructed by Dobó independent but parallel to the starting years of the SPEL system. The context-free characteristics of JOKER#2 (here and now in form of an MS Excel-Solver-application) can be finetuned through arbitrary constraints ensuring consistence-oriented impacts in the non-causal optimization processes.
There are further own approaches (different forms of similarity analyses – like production functions, anti-discriminative models, explorative models – COCO: https://miau.my-x.hu/myx-free/) for detecting data anomalies and for estimation lacking data positions. Similarity analyses can be seen as a kind of causal modelling with additive or multiplicative structures. Similarity analyses are capable of handling always one single phenomenon. JOKER#2 can be used for arbitrary phenomena in a parallel way. Similarity analyses are using staircase functions as knowledge representation. JOKER#2 has not a single visible knowledge representation characteristic (see: non-causal modelling). Similarity analyses can produce unlimited estimation for the even-observed attribute. The recent version of JOKER#2 can deliver estimations max. only 100 positions. In case of JOKER#2 the lacking positions do not have to follow a specific pattern (only one single attribute/column and one single object/row should have real data). JOKER#2 is not a kind of simple proportion-driven calculation scheme (see demo materials with the keyword of ‘kazah’). 
Experiments: For this study, a lot of existing patterns were involved into optimization tasks in order to prove, what kind of biological rules can be approximated in a robust form and what kind of relationships can not be interpreted not even based on the potential constraints? The examined rules are less or more complex (physical and/or monetary) balances (in specific cases in form of chained annual relationships between data). 
Conclusions: The similarity analyses (in the training phases) are always capable of detecting (additive) balances based on a limited amount of cases. Similarity analyses can deliver two production functions and two anti-discriminative models in case of one single lacking data. JOKER#2 produced one single approximation. The best model in case of one single lack is COCO STD as production function for one raw attribute as Y-variable. The second-best approximation is JOKER#2, because the analysed random pattern had a very wide-ranged robustness (quasi limitless) and JOKER#2 was capable of approximating the real targeted value compared to this wide instability-range closer than the COCO Y0 (as third competitor). Parallel, it was necessary to explore the impact of the data volume concerning the competitiveness of the alternative models: more examples (data: 20 to 100 objects) did not always produce better approximations for the test cases. Explorative models, anti-discriminative models, production functions were error-free again. Y0-model based on more data is better. STD-model based on more data is not better. Explorative models delivered irrational estimations – especially based on raw data because of lack of balance-oriented directions. JOKER#2 with more data ensured better estimations than with less data. Regression models are also error-free – not only in case of pre-defined customized signs (directions) for the X-variables (c.f. real causality). Initializing with doubled attribute sets also lead to error-free interpretations in the learning phases – but without real causalities. Multiplicative knowledge representations deliver low error-levels, but not error-free approximations.
Future: More balances and more complex balances should be examined in future in order to compare causality vs. flexibility. 
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Introduction
The SPEL (Sektorales Produktions- und Einkommensmodell der Landwirtschaft = Sectoral Production and Income Model for Agriculture, see: https://op.europa.eu/portal2012-portlet/html/downloadHandler.jsp?identifier=84b7fd4b-7fd9-4446-98b0-500f176f891f&format=pdfa1b&language=en&productionSystem=cellar&part=) is a sophisticated framework for a consistence-oriented data asset management (since 1980). The Hungarian activities on this research field is an important part of the education about integrated information systems. The most relevant characteristics of the SPEL system is the strong consistence, where raw data are finetuned if biological rules can not be reflected in a direct way.
Parallel, the knowledge representation can explore more and more forms with different characteristics and interpretation potential (c.f. artificial neural networks (c.f. https://miau.my-x.hu/miau/275/solver-based-neural-networks.docx), fuzzy logic approaches (c.f. https://miau.my-x.hu/miau/275/fuzzy_2x_6trapez_4pont_bc_no_azonossag_ifthen_eset10_new.xlsx), similarity analyses with staircase functions (https://miau.my-x.hu/myx-free/), expert/rule-systems (https://miau.my-x.hu/miau2009/index.php3?x=e0&string=ego:), non-causal models incl. JOKER#2: https://miau.my-x.hu/miau2009/index.php3?x=e0&string=l.v.radi). 
JOKER#2 is the name of a new software-concept ensuring automated estimations in a context-free way, (c.f. https://tr.discoveranatolia.org/_files/ugd/614b1f_5d2ae9f2566d4177a40f63debab3f684.pdf#page=29). JOKER#1 was constructed by Dobó independent but parallel to the starting years of the SPEL system. The context-free characteristics of JOKER#2 (here and now in form of an MS Excel-Solver-application) can be finetuned through arbitrary constraints ensuring consistence-oriented impacts in the non-causal optimization processes. The JOKER#2 concept is also a Solver-based concept where the overfitting effects are in general reduced because the simple objective functions are not capable of ensuring the totally reflection of the past – “only” a good enough approximation this even for quasi unlimited complexity without any pre-knowledge about a system and without a real (causality-driven) knowledge representation but with massive functionality.
Goals and tasks
The presentation and the full-text publication have to demonstrate, how robust biological patterns can be modelled based on a non-causal, but multi-layered consistence-oriented approach (JOKER#2). The robustness of these estimations is not only a question of numerical approximation, the experiments (as tasks) should also be capable of covering the hidden system-logic. The background (or demonstration) materials present a series of experiment where different approaches can be seen and interpreted for detecting (for human beings) trivial relationships (more precisely: balances). Like in case of the chained similarity analyses (with causal interpretation potentials), the JOKER#2 approach should also be tested in form of chained/parallel forms in order to demonstrate, that a GPS (general problem solving) can be imagined/constructed as a set of methodological LEGO-elements if we have a frame about them. This frame is the consistence – the more and more robust systems of relationships between partial results delivered through the chained and/or parallel derived combination of these methodological LEGO-elements.
There are further own approaches (different forms of similarity analyses – like production functions, anti-discriminative models, explorative models – COCO: https://miau.my-x.hu/myx-free/) for detecting data anomalies and for estimation lacking data positions. Similarity analyses can be seen as a kind of causal modelling with additive or multiplicative structures. Similarity analyses are capable of handling always one single phenomenon. JOKER#2 can be used for arbitrary phenomena in a parallel way. Similarity analyses are using staircase functions as knowledge representation. JOKER#2 has not a single visible knowledge representation characteristic (see: non-causal modelling). Similarity analyses can produce unlimited estimation for the even-observed attribute. The recent version of JOKER#2 can deliver estimations max. only 100 positions. In case of JOKER#2 the lacking positions do not have to follow a specific pattern (only one single attribute/column and one single object/row should have real data). JOKER#2 is not a kind of simple proportion-driven calculation scheme (see demo materials with the keyword of ‘kazah’).


Motivations
JOKER#1 offered before a functionality being capable of deriving estimations for lacking data position of an OAM (object-attribute-matrix). The complexity of the systems with lacking positions (where lacks can also be identified as future positions in time series of the observed attributes) is unlimited high. The system-specific knowledge about these arbitrary systems should come from the available data. The general knowledge is integrated into the JOKER-concepts. This approach should be one of the general characteristics of the systems as such. Therefore, it is a force field for creating a GPS-like approach – what is parallel to chatGPT, one of the most relevant challenges.
Potential approaches in the literature
The Solver-based problem solving is a very simple and a universal (context-free) construct: at first, it is necessary to create one random solution (as far as possible from the combinatorial space of the potential solutions). This random position (here and now a number) should be used as input for the modelled calculation steps leading to an error value. This error-value can be called as objective value (see Excel-wizard: “set objective”), and this value can for example be minimized “by changing variable cell” substituting the (at first the random) guess. Constraints are not necessary, if the calculation process could involve each characteristic of the problem (see: https://miau.my-x.hu/miau/quilt/2020/solver_based_problem_handling.docx). Solver-engines are given not only in the MS Excel licences but also in Google spreadsheets. The changing variable can also be negative (c.f. “make unconstrained value non-negative”). The Solver-method can also be chosen from different types (c.f. simplex LP, genetic algorithm-based approach, etc. - https://www.solver.com/sites/default/files/panelmanufacturingsolver1.jpg). 
If a Solver-engine is given and one single lacking position in an OAM should be estimated (c.f. https://miau.my-x.hu/myx-free/index.php3?x=iq), there is no calculation steps which we could model. It means there is no possibility to derive an error value. 
Solver-based approaches and the so-called genetic/evolutive algorithms can handle error-reductions (c.f. https://miau.my-x.hu/miau/244/ga_excel.xlsx). But they also need an error-definition.
Regression models (c.f. https://miau.my-x.hu/miau/274/real_values_of_attributes.docx) can be derived quasi for each input-output systems, based on OAMs. But the needed flexibility of the regression models is mostly not given in order to detect the given relationships.
Rule-based knowledge representation forms (e.g., expert systems - https://miau.my-x.hu/myx-free/ego_en/) are in general inflexible – especially in case of numerical problems.
Similarity analyses (https://miau.my-x.hu/myx-free/) can be used in different flexible forms (https://miau.my-x.hu/miau/196/My-X%20Team_A5%20fuzet_EN_jav.pdf): production functions can be derived between the X-variables and the Y based on more or less constraints like each stair in the staircase may be zero (c.f. COCO-STD), or even should be higher than 1 (c.f. COCO-Y0). The flexibility of the knowledge representation can be increased through involving a doubled attribute set for Xi where the directions are only different, and the interpretability is still given. The most flexible form (c.f. COCO-MCM) of staircase function is if the stairs do not have any restrictions (it means they may be polynomial constructs).
Own experiments and their results
The consistence-oriented frame system SPEL is basing on different force fields (like on balances, biological ratios affecting more years and or products, etc.) in order to ensure rational relationships between the descriptors of a biology-based data system about the agricultural production (in monetary and physical levels – and parallel on regional/statical (space) and dynamical (time-series-oriented) levels).
The simple question is in this article: which methodological frame how flexible are if a balanced relationship should be derived/detected based on error-free samples about different balanced constellations?
Figure#1 presents a potential demo data set where the balanced situation is a real situation: stored amount of a product (starting volume) + annual production = the sum of each potential uses and the finally stored volume of this product. (Balance-like data constellation can also be identified in SPEL on monetary levels where e.g., the gross margin can be derived from incomes and costs.)
[image: ]
Figure#1: Samples of balanced data constellations (source: https://miau.my-x.hu/miau/296/spel_joker2.xlsx sheet: “experiment#1_coco_std_y0”)
Figure#1 has parallel two Y-variables: the finally stored volumes (X9) and the monotonous checking variable (X10). Y-variables may be labelled with X9 and/or X10 because the whole balance-system is one single constellation (for all Xi), therefore the Ys can be chosen among the X(i)s in an arbitrary way.
As it can be seen immediately the X10-phenomenon is a special one: knowledge representation forms does not like dependent variables having a constant value. This monotony makes impossible to speak about e.g., correlations between Xi and X(10).
The following descriptions present the results of different (parallel) experiences in an arbitrary structure:
Results
Similarity analyses
Detection of relationships
The constellation of Figure#1 can be seen as an error-free pattern (as expected) based on:
· COCO Y0 – in case both of X9 and X10
· COCO STD - in case both of X9 and X10
· COCO MCM - in case both of X9 and X10 (e.g., with 100 stairs) 
(Logs can be found in sheet “experiment#1_coco_std_y0” below row80 in for units by using following online tools: https://miau.my-x.hu/myx-free/coco/index.html. The same result could be detected – as expected – for more objects – see sheet “more_data_coco” – below row 120). Sheet “MCM&doubled” presents the error-free constellations with doubled attribute sets.
Interpretations: simple balances can be identified with additive models as a trivial challenge because the knowledge representation as such is for addition pre-conditioned and let alone the directions are correct given. Direction-based relationships (c.f. COCO Y0 and COCO STD with simple attribute sets) can not be interpreted as pre-defined relationships, but the correct set of direction reduced the challenge to a numerical adaptation level. Therefore, this is though an expectable result, but this is not a GPS-like force field.
The COCO-MCM-approaches present unique relationships because the stairs must not be monotonous. Error-free MCM-results have a real detection potential for potential unknown patters like balances.
The same interpretation is valid for the COCO-STD-approaches with doubled attribute sets, where the direction are not information units just structural ones because both direction is given in a parallel way, and this is the same situation as if no direction would be pre-interpreted. Error-free double-set-results have also a real detection potential for potential unknown patters like balances.
It is important to highlight: Each Xi is involved for each error-free model!
Estimation of consequences
The different similarity analyses (being capable of detecting the existence/suspicion of hard connections between Xi and Y) can be interpreted as a set of simulators. The detection of a relationship (rule, model, calculation scheme, etc.) is not the derivation of the real formula/function between Xi and Y, it is “only” a sign, that a potential pattern seems to be existing. What the formula/function (see Y=f(X1, …, Xi, …, Xn) can really be, is mostly unknown. The situation here and now is the same as in case of (mathematical) sequences/series: a limited amount of numbers can be interpreted based on different rules: e.g., members should be 1 and 2 and 4. Rules could be: 2^I i=0;1;2;3;… OR +1,+2,+3,… Therefore: the next number could also be 2^3=8 OR 4+3=7.
In order to capable of assuming the existence of patterns, it is enough to find one potential rule, but this rule should not be the rule we search for. One single test scenario can produce a sign whether a rule reality-conform is or not.
The similarity-based rules/patterns/simulators could not deliver an exact estimation for the test scenario, although a simple COCO MCM model (solved with Excel-Solver) where stairs can also be negative numbers, had the theoretically chance to set each raw data into the staircase function with the appropriate signs (+/-). The searched rule was namely: X1+X2+X3-X4-X5-X6-X7-X8=Y=X9 (c.f. https://miau.my-x.hu/miau/296/mcm_solver.xlsx). 
On the other hand: the estimation can be close enough – as in case of chatGPT-answers for mathematical questions. It means: the capability of some kind of conjectures is a relevant part of the AI.
The experiments could be executed with more or less data. The impact of more data was not in all cases better than in case of the less-data-calculations.
Regression model-variations (without negative parameters)
Details: https://miau.my-x.hu/miau/296/spel_joker2.xlsx sheets: “*regression*”)
Detection of relationships
In case of only positive parameters as regression coefficients (c.f. online similarity analyses), the regression models could not even detect the existence of the given formula/function/model (not for X9=Y and not for X10=Y). This negative experience concerning the regression models could be realized in different constructions: c.f.
· Additive vs multiplicative models (where the weighted raw data should be aggregated in form of an addition (see SUM() in Excel) or multiplication (see PRODUCT() in Excel).
· Different (randomly chosen) combination of the regression coefficients and the raw data: e.g.
· raw data * coefficient
· raw data ^ coefficient
· coefficient1 * LOG(raw data;coefficient2)
· coefficient1 - LOG(raw data;coefficient2)
· coefficient1 + LOG(raw data;coefficient2)
· The additive vs multiplicative aggregations and the randomly chosen raw data vs coefficient connections were combined under each other too.
· Not even the regression models with doubled raw data (but with non-negative coefficient) were able to detect the existing pattern where the duplication could be ensured on the level of direct and mirrored percentiles of the raw data (both for inputs and outputs or only for inputs).
Estimation of consequences
Because of the impossibility of detecting rules/patterns, the simulations may not be initialized at all.


Regression model variations (with negative parameters)
Details: https://miau.my-x.hu/miau/296/spel_joker2_negative.xlsx sheets: “*regression*”)
Detection of relationships
As expected, the searched (regression-conform) formula/pattern could be identified in case of negative coefficients with additive models. This led to a simulator which can calculate for arbitrary inputs an error-free output value, because the real pattern is regression-conform.
On the other hand: the multiplicative and/or LOG/power/etc.-versions could not lead to error-free pattern-detection – not at all.
The input scenarios with doubled attribute sets also led to rational regression coefficients.
Estimation of consequences
If the simulator (the realized pattern which is parallel even the searched pattern) given, then each arbitrary unknown input let derive the correct output.
In case of other scenarios, the simulators were not even capable of detecting the existence of potential patterns. Therefore, the simulation may not be executed and evaluated.
JOKER#2-scenarios
Details: https://miau.my-x.hu/miau/296/spel_joker2.xlsx sheets: “*joker*”)
Details: https://miau.my-x.hu/miau/296/spel_joker2b.xlsx sheets: “*joker_or_ncm*”)
Detection of relationships
The non-causal modelling (JOKER#2) is not capable presenting any formulas/patterns. This technique has been developed for derivation of lacking data position. It means, a NCM (JOKER#2) will always start with the test phase – without any “learning” (detecting) phase and the simulator is the NCM-construct as such where the raw data are the model parameters themselves.
Estimation of consequences
The estimations in case of different basic scenarios were not error-free, but simple interpreted: close enough – it means rational. There were 3 scenarios: estimation one single Y=X9-value, estimation 3 pieces (Y=X9) and estimation one single Y value but 3times.
In case of more inputs (20 vs 100 records/cases): the estimation could be improved.
The estimation could not be improved based on less input and more test records where the differences of the test records led to a new Y (Y as error). These error values could also be interpreted, and the simulator produced quasi the same estimation error as without this finetuning step before in the best case with 3 parallel scenarios, but this finetuned estimation is better than the solo-estimation before. It means: the error-based finetuning has a rational potential compared to the estimation of more scenarios parallel – where this parallelism is a kind of random effect, but the error-based finetuning is a kind of construct of the knowledge engineering.
Further experiment, like the NCM special calibration parameters could have impact, but not trivial, that these impacts can improve the estimation as such.
The errors as Y could also be interpreted with similarity analyses (e.g., with doubled attribute sets), but these models/simulators could not deliver better estimations although the learning phase was error-free like before. Already a simple COCO STD was able to produce error-free finetuning models, but the simulation capacity could not be involved in a useful way into the estimation process – not even if the online Solver (COCO) was substituted with the Excel-Solver where negative stairs could also be derived.
Finally, it is to highlight, that the average error of the cases with well-known Y=X9-values (prepared/estimated for finetuning) led to an average error-value, which is quasi the same one, what kind of error-value could be realized for the test-case as part of the well-known-dataset. Therefore, without other finetuning mechanisms, it is possible to increase the accuracy of the estimation (let alone toward a quasi error-free level based on JOKER#2 – like in case of the additive regression models with negative parameters as randomly correct approach). JOKER#2 however does not deliver the searched formula/pattern, this non-causal model-logic is “only” capable of rational responses concerning lacking data positions.
Discussion/conclusion
It is important to finetune the terms we use if we talk about learning and testing and simulating. It is not the same, whether we can derive the existence of a potential pattern, or we really explore this pattern. Knowledge representation forms have different potentials:
· Similarity analyses are capable of identifying potential patterns.
· Regression models can explore the searched pattern in a randomized way, but they are not able to deliver conjectures as such.
· Non-causal models can follow/explore patterns fully or partially – in this latter case: without giving signs about the suspicions whether a pattern could be assumed or not.
Future
One relevant keyword is “Conjecture”. Further experiments are necessary to explore the impact of more and more data in case of similarity analyses.
On the other hand, it seems to be possible to achieve positive effects concerning the estimation accuracy n case of non-causal models (like JOKER#2).
In future, the accuracy of estimations (in case of a voluminous data set) should also be analysed in a more detailed way.
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