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Kivonat

A dolgozat az AiFusion platformot mutatja be, amely tobb nagy nyelvi modell
egyuttmiikodését (master-slave-judge) hasznalja annak vizsgalatara, hogy a kollektiv
valaszadas miként hat a megbizhatdsagra, koltségre és késleltetésre. A prototipus
Python/Flask alapu backendbdl, React webes feliiletbdl és konzolos batch-runnerbdl all;
token-alapu hozzaférés-védelemmel és részletes token/koltség-naplozassal. A fokusz a
rendszerarchitektira és a megvaldsitas; a bemutatott kismintas mérések demonstracids
céltiak. Altalanos, statisztikailag megalapozott teljesitményjavulasra nem tesziink llitast;
ugyanakkor el6zetes megfigyeléseink szerint a bird-logika képes sajat korabbi valaszaval
szemben is elfogulatlanul donteni, és a kollaboracio koltség-/késleltetés-
kompromisszumokkal jar. Hozzajaruldsok: modularis orkesztracio, bir6-prompting
munkafolyamat, Pareto-alapu triddvalasztas, valamint reprodukalhat6 kotegelt futtatas
meéresi  adatrogzitéssel. Jovdbeli munka: backend-oldali orkesztracio, gazdagabb

mérdszamok és a hallucinacié/bias mérséklésének célzott vizsgalata.



Abstract

This thesis presents the AiFusion platform, which orchestrates the collaboration of
multiple large language models (master-slave-judge) to examine how collective
answering affects reliability, cost, and latency. The prototype comprises a Python/Flask
backend, a React-based web interface, and a console batch runner, and includes token-
based access control with detailed token/cost logging. The focus is on system architecture
and implementation; the reported small-sample measurements are demonstrative. We do
not make a general, statistically substantiated claim of performance improvement;
however, preliminary observations indicate that the judge logic can adjudicate impartially
even against its own prior answer, and that collaboration entails cost/latency trade-offs.
Contributions include modular orchestration, a judge-prompting workflow, Pareto-based
triad selection, and reproducible batch execution with measurement logging. Future work
includes backend-side orchestration, richer evaluation metrics, and a targeted

investigation into mitigating hallucination and bias.



1. Bevezetés

1.1. A szakdolgozat témajanak felvezetése

A mesterségesintelligencia-kutatasban az utobbi években kiemelt figyelmet kaptak
anagy nyelvi modellek (Large Language Model - a tovabbiakban: LLM). E modellek - mint
példaul az OpenAl altal fejlesztett ChatGPT vagy az Anthropic Claude - jelentds
elorelépést hoztak a killonb6z6, korabban ember altal végzett feladatok
Jfelgyorsitdsaban”, automatizalasaban (Noy & Zhang, 2023), (Dell’Acqua, és mtsai., 2023).
Ez a trend a hazai szakirodalomban is megjelent, ahol a modelleket mar specifikus,
magyar nyelvi ,szakértéi rendszerek” (pl. tlizvédelmi) létrehozasara is alkalmazzak

(Karsa, 2024)

Az els6 gondolat a nagy nyelvi modellek kollaboraciés vagy konziliumos
alkalmazasardl egy, a konzulensem és tanszékvezetdm Dr. Pitlik Laszlo altal irt levél
értelmezése soran vetodott fel. A levélben a szakdolgozat leadasi hataridejét kellett
megadni a valaszlevél targyaban, pontosan, megadott szabalyok szerint. A levelet a
ChatGPT és a Claude aktualis legfrissebb, webes feliileten elérhetd verzidjaval is
megvalaszoltattam. A ChatGPT hibasan értelmezte a levelet, a Claude azonban pontos

valaszt adott.

A masodik eset szintén Dr. Pitlik Laszlohoz kothet6: az egyik orai feladat soran
valahogy szdba keriilt egy talalos kérdés, amelyet hibasan értelmezett valamelyik nagy
nyelvi modell. A talalés kérdés igy szoélt: ,Hogyan ejtsiink le egy friss tojast a szilard
betonra ugy, hogy az ne torjon ossze?”. A kérdésben az ,az” sz6 értelmezése félrevezetd,
mivel az utols6 targy, amelyre a sz6 ramutat a beton, tehat nem a tojas 6sszetorésére
iranyul a kérdés, hanem a betonéra. Ebbdl kdvetkezben a helyes valasz: a tojas barhogyan
leejthetd, a beton nem fog 6sszetdrni a tojastdl. Ezen talalés kérdést tobb elérhetd nyelvi
modellnek is feltettem, viszont Ujra csak egy résziik volt képes helyesen megvalaszolni
azt. Innentdl kezdve elkezdtem gyljteni az ismert valasszal rendelkezd fejtoroket és
talalos kérdéseket, majd azokat tobb nyelvi modellel is megvalaszoltattam és felfigyeltem
arra, hogy altalaban legalabb egy LLM mindig helyesen oldotta meg a feladatokat. Innen
kovetkezett a feladat: 6sszekottetést kell teremtenem a nyelvi modellek k6zott, hogy azok

erdssegeit kihasznalva a lehetd legmagasabb helyes valaszaranyt kaphassam.



Az els6 kisérletek soran kézi 6sszekottetést hoztam létre a ChatGPT, a Claude és a
DeepSeek rendszerek kozott. Az 6sszekottetés a kezdeti promptok megadasa utan, a LLM-
ek valaszainak kézi tovabbitasat jelentette meghatarozott szabaly szerint a soron
kovetkezd LLM részére, igy gyakorlatilag a LLM-ek egymassal kommunikalni tudtak. A
kisérlet soran kiilonb6zd logikai fejtordket kellett megoldaniuk a nyelvi modelleknek
osszefogassal. A rovid kisérletezés soran a LLM kollaboracié akkor is helyes valaszt adott,
ha egy vagy tobb, a kérdés megvalaszolasaban résztvevd LLM valasza hibas volt. A LLM
kollaboraciok egyszeriibb tanulmanyozasanak céljabol elkezdtem épiteni a platformot,
melynek neve AiFusion lett. A konzulensem altal feliigyelt, mesterséges intelligenciaval
és annak alkalmazasaival is foglalkozé ,Magyar Internetes Agrdr/Alkalmazott
Informatikai Ujsdg (MIAU) kutatdsi portdl” (MIAU, 2025) biztositotta azt a hatteret,

amelyben a felvet6dott otletek kidolgozasra kertlhetettek.

Az AiFusion egy olyan platform, amely tobb kiilonb6z6 mesterségesintelligencia-
modell egyiittmiikodésével ad valaszt a felhasznalo kérdéseire. A rendszer jellemzden
egyszerre parhuzamosan tobb nagy nyelvi modellt von be a valaszadasba, majd a kapott
valaszokat kiértékeli. A kapott valaszok egymasra épiilnek, az AiFusion rendszerben
meghatarozott struktura szerint, igy a nagy nyelvi modellek valaszai egymasra hatassal
vannak, ezzel egyfajta kollektiv (kollaboracids), Al-valaszadast valésitva meg. Az AiFusion

platform célja, hogy az alabbi kérdésekre segitse a valaszadast:

- Tobb LLM-t6l szarmazo valasz egyesitésével jobb mindségli és megbizhatébb

valaszt kapunk, mintha csupan egyetlen modellre tamaszkodnank?

- Tobb nyelvi modell Osszesitett valaszkoltsége és valaszmindsége milyen

aranyban all egy nagy valaszkoltségli LLM-hez viszonyitva?

- Tobb nyelvi modell 6sszesitett valaszideje és valaszmindsége milyen aranyban
all egy nagy valaszideji LLM-hez viszonyitva?

- A kilonb6z6 LLM kollaboraciok valaszidejei és valaszmindségei milyen

aranyban allnak egymashoz képest?

Az AiFusion alapotlete parhuzamba allithaté a “wisdom of crowds” (tdmegek
bolcsessége) elvével, miszerint tobb fiiggetlen vélemény kombinaldsa vezethet pontosabb

eredményhez (Surowiecki, 2004.) . Hasonld elv érvényesiil a gépi tanulasban az,,ensemble



mddszereknél” is, ahol tobb modell egyiittes dontése javithatja az el6rejelzések

pontossagat (Dietterich T. G., 2000) .

Az AiFusion rendszer jelenlegi prototipusa harom f6 komponensbdl all: egy
szerveroldali hattérrendszerbdl, egy webes frontendbdl az egyedi kérdések és LLM
konfiguraciok teszteléséhez, valamint egy batch feladatok futtatadsara alkalmas konzolos
alkalmazasbol. A backend egy Python nyelven, Flask keretrendszerrel késziilt
Alkalmazasprogramozasi Feltilet (Application Programming Interface - a tovabbiakban:
API) szerver, amely kezeli a beérkez6 kérdéseket és tovabbitja azokat a megfeleld Al
modellhez, majd a kapott valaszt visszakiildi a frontendre. A webes frontend egy React
(egy JavaScript programkonyvtar felhasznaldi feliiletek épitéséhez) alapt feliilet, amely
lehetdve teszi a felhasznalonak a modellek kivalasztasat, a paraméterek (pl. kreativitas,
maximalis token-hossz) beallitasat, a kérdés bekiildését, valamint a parhuzamosan futé
modellek valaszainak attekintését. A konzolos alkalmazas a backendhez hasonl6an
Pythonban irédott és Flask keretrendszerrel késziilt, feladata a kérdésadatbazisok
automatizalt kollaboraciés megvalaszolasa egy kimeneti fajlba. A rendszer jelenlegi
program gyljti 0ssze a kivalasztott modellek valaszait, és egy Ujabb API hivassal egy
kivalasztott bir6-LLM-nek kiildi el azokat kiértékelésre. E koncepcié késdbbi verzidiban
mar egy altalanosabb, backend oldali orkesztraciés modul is kialakithaté a modellek

egyuttmiikodésének kezelésére.

1.2. Problémafelvetés és célkitiizés

A nagy nyelvi modellek egyedi hasznalatanak komoly korlatai vannak, amelyek
korlatozzak a rajuk épiil6 rendszerek megbizhatosagat. Az egyik ismert jelenség a
yhallucindcié”, amikor a modell valésnak tin6, de tényszerilien hibas vagy kitalalt
informaciot general (Ji Z., és mtsai., [25.] Survey of Hallucination in Natural Language
Generation, 2023). Ezen tulmenden gyakori probléma a kovetkezetlenség is: a modell
valaszai eltérhetnek egymastol azonos kérdés tobbszori lekérdezésekor, vagy érzékenyen
fligghetnek a kérdés megfogalmazasatdl. A LLM-ek zart doboz jellegli miikddése miatt a
felhasznal6 sokszor nem kap visszajelzést a valasz bizonyossagarol sem - a generalt
szoveg magabiztos stilusa ellenére a hattérben ,nincs garancia arra, hogy az dllitds igaz”

(Bang, és mtsai., 2023). Ezek a kihivasok egyiittesen azt eredményezik, hogy egyetlen
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modell kimenetére hagyatkozva a felhasznalé nehezen tudja megitélni a kapott

informacio hitelességét és pontossagat.

Az AiFusion rendszeren keresztiil ezen problémak megoldasat kivanom kutatni, a
kollektiv valaszadas segitségével. Az az elképzelés, hogy tobb kiilonb6zé LLM egyidejl
alkalmazasaval és a valaszaik egyesitésével a modellek komplementer tudasat és
erdsségeit ki lehet aknazni. Kuilonb6z6 modellek eltérd tréningadatokon és
architekturaval tanulnak, igy hajlamosak kiilonféle hibakra és tévedésekre - egy adott
kérdésre egyik modell pontosabb, mig egy masik kreativabb valaszt adhat. Ha ezen
valaszokat egy magasabb szintii algoritmus (jelen esetben egy biré LLM) értékeli és
kombinalja, az remélhetdleg kisziiri az egyedi modellek tévedéseit és noveli a végsd valasz
megbizhatdsagat. E szakdolgozat kozponti célkitlizése ennek a koncepciénak a
megvalOdsitasa: egy olyan rendszer tervezése és implementalasa, amely tobb LLM egyiittes
hasznalataval megbizhatobb valaszt ad a felhasznaldi kérdésekre, mint barmelyik

résztvevé modell 6nmagaban.

1.3. A kutatas részfeladatokra torténo tagolasa

A kollaboracids valaszadas kutatasat a harom f6 egységre tagoltam:

1. Ateszteléshez sziikséges platform alapjainak megteremtése.

2. Akollaboraciés valaszadas tesztelése, a kollaboracids-struktiarak
finomhangolasa, lehetdleg kiils6 felhasznalok (egyetemek, tanszékek)

bevonasaval, majd a valaszok alapszintii kiértékelése.

3. Akollaboracios valaszok mintazatanak tudomanyos kiértékelése, amennyiben a

mintazatok arra érdemesnek tekinthet6ek.

A jelenlegi dolgozatban a kutatas elsd fazisat taglaljuk, vagyis a dolgozat a platform
miikodésére fokuszal. A dolgozatban talalhaté kismintas tesztelés nem a kollaboracio

mindségének megitélését szolgalja, hanem a platform miikddését hivatott demonstralni.
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1.4. Célcsoport

A jelen szakdolgozat els6sorban az alabbi csoportok szamara lehet relevans és

hasznos:

1.4.1. Mesterséges intelligenciaval foglalkozo kutatdk és hallgatok

V4

lehetdsége, az ensemble mddszerek alkalmazasa a megbizhatdsag novelésére, valamint az
ilyen rendszerek tesztelésének moddszertana. Az AiFusion platform bemutatasa
betekintést nyujt egy konkrét megvalodsitasba és a felmertil6é kihivasokba (pl. modell-
osszehasonlithatdsag, referenciaadatok mindsége). Mivel a rendszer tomeges ,LLM
ranking”-ként is funkcional, a kiilonb6z6 LLM-ek gyors 0sszehasonlithatosagat is segitheti

a platform.

1.4.2. Szoftverfejlesztdk és iizemmérnok-informatikusok

Azok szamara, akik gyakorlati példat keresnek modern webes architekturak
(Python/Flask backend, React frontend), API integraci6 (tobb LLM szolgaltato egységes
kezelése) és automatizalt tesztelési keretrendszerek (batch runner) megvaldsitasara. A
dolgozat részletesen bemutatja az architekturat (3. fejezet) és az implementacié soran

felmeriilt gyakorlati szempontokat (pl. biztonsag, nevezéktan).

1.4.3. Szakértok és dontéshozok

Az AiFusion platform hasznos lehet barmely teriileten, ahol preciz, megbizhat6
valaszokra van szilikség komplex kérdésekben. A rendszer segithet eldonteni, hogy egy
adott szaktertlet kérdéskorpuszara melyik LLM vagy LLM-kollaboraci6 adja a
legalkalmasabb valaszokat, lehetdvé téve a legmegfelel6bb eszkdz kivalasztasat az adott
domain specifikus feladataira. Ez kiilondsen értékes lehet olyan tertileteken, mint a jog, az

orvostudomany, a pénziigy vagy a mérnoki tudomanyok.

1.4.4. IT dontéshozok és projektmenedzserek

Bar a dolgozat jelen fazisban nem tesz allitast a teljesitményjavulasrol, betekintést

nyujthat a tobbmodellli megkozelitésekben rejld potencialba és az ezzel jaro koltség- és
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komplexitasbeli kompromisszumokba. A ,4. Vita” fejezetben targyalt modszertani

korlatok tanulsagosak lehetnek hasonlé rendszerek bevezetésekor.

A dolgozat technikai mélysége miatt a szélesebb laikus kozonség valdsziniileg nem

tartozik a kozvetlen célcsoportba.

1.5. Hasznossag

Az AiFusion platform és a jelen szakdolgozatban bemutatott kutatas tobb
szempontbdl is hasznos lehet a ,1.4 Célcsoport fejezetben” azonositott szereplok

szamara:

1.5.1. Megbizhatdsag novelése

A platform alapvetd célja annak vizsgalata, hogy a kollektiv valaszadas (,2.4
Kollektiv (ensemble) Al-megkdzelités”) révén csokkenthetdk-e az egyes LLM-ekre
jellemzd korlatok, mint a hallucinaci6 és a bias (,,2.5 Etikai és megbizhatdsagi kihivasok...
,). Ha ez igazolhato, az AiFusion (vagy hasonlé rendszerek) hozzajarulhatnak a

megbizhatébb MI-alapu valaszok generalasahoz kritikus tertileteken is.

1.5.2. Objektiv modellvalasztas tAmogatasa

A platform lehet6vé teszi kiilonb6z6é LLM-ek és kollaboracios sémak szisztematikus
tesztelését és dsszehasonlitasat (,,3.3. Kismintas tesztelés”). Ez segitheti a szakértoket és
dontéshozokat abban, hogy adatvezérelt mddon valasszak ki a sajat specifikus
kérdéskoriikre legalkalmasabb modellt vagy modellkombinaciot, ahelyett, hogy csupan

egyetlen, altalanos céli modellre hagyatkoznanak.

1.5.3. Kutatasi és oktatasi platform

Az AiFusion nyilt architekturaja (3. fejezet) és automatizalt tesztelési képességei
(,3.2.7. Batch Runner modul”) kisérleti platformként szolgalhatnak tovabbi MI
(Mesterséges Intelligencia)-kutatasokhoz (pl. Uj kollaboraciés stratégiak, prompt
engineering technikak tesztelése) és az oktatasban is felhasznalhaté a modern LLM

technolégiak gyakorlati bemutatasara.
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1.5.4. Koltség- és teljesitményelemzés

A rendszer részletes naplozasa (,3.2.12. Napldézas és adatvédelem”, ,3.3.5. A
kimeneti eredmények tarolasa, kiértékelése,) lehetové teszi a kiilonb6z6 modellek és
kollaboraciok koltségének és valaszidejének elemzését. Ez segithet az optimalis koltség-

teljesitmény arany megtalalasaban kiilonb6zd felhasznalasi esetekre.

A projekt eddigi fejlesztése soran az aldbbi idé és pénzeszkozok Kkeriiltek

felhasznalisra:

e API hivasok koltségei: 35 amerikai dollar (United States Dollar - a tovabbiakban:
USD)

e ChatGPT el6fizetés dija: 20 USD / ho, durvan 6 hénapnyi el6fizetés = 120 USD

e aifusion.hu domain bejegyzésének dija: 2 286,- magyar forint (Hungarian Forint,

a tovabbiakban: HUF)
e Fejlesztdi MacBook Air M1 megvasarlasa: 170 000.- HUF
e Durvan 150-200 gép elott toltott , munkaodra”

Az AiFusion rendszer fejlesztésével nem a kozvetlen profitszerzés a cél, hanem a
kifejlesztett technoldgia egyéb, sajat projektjeimbe valo beépitése és a technologia

fejlesztése soran felhalmozott tudasbazis késdbbi hasznositasa.

A platform a kovetkezd fejlesztési fazisaban nyilvanosan elérhetdvé kell valjon

kutatasi és oktatasi célbol. A nyilvanos eléréshez az alabbi koltségbecslést végzem:

e Az AiFusion platform ezen szakaszahoz nem keletkezik pénziigyi
tranzakcié az ,lgyfelek” és a platform kozott. Vagy a platform sajat API
kulcsait hasznalja a rendszer (vagyis a platform iizemeltetdje
finanszirozza az API hivasokat a LLM szolgaltatok felé), vagy a
felhasznaloknak rendelkeznitik kell sajat API kulcsokkal kozvetleniil a
LLM szolgaltatok felé. Tehat az AiFusion platform sem kozvetlen
szolgaltatoként sem szolgaltataskozvetit6ként nincs jelen a piacon (lasd:

»3.2.13.4. Jogi hattér szerkezete”).

e Ebben az esetben az ,ligyfelek” felé pusztan adminisztrativ kotelezettségei

vannak az tizemeltetdnek, tehat leginkabb az adatkezelési és felhasznalasi
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feltételekkel kell foglalkozni. Korabbi munkatapasztalatom szerint egy
nemzetkozi tigyvédi irodaval egy ilyen jellegli szerz6dést meg lehet iratni

1 000 EUR koérnyékén.

Mivel a platform részér6l ezen a ponton mar meg kell nevezni azt a
célszerlien jogi személyt, aki a szolgaltatast nyujtja, valamelyik megfeleld
TEAOR-ral (Tevékenységek Egységes Agazati Osztalyozasi Rendszere)
rendelkez6 cégem portfolidjahoz adndm az AiFusion platform

uzemeltetését.

A rendszer ezen a ponton mar publikus eléréssel rendelkezik. Vagy sajat
szervert és biztonsagi protokollt alkalmazunk, vagy egy felhdszolgaltatoba
koltoztetjiik a rendszert (pl. Amazon Web Services - a tovabbiakban: AWS).
Mivel a biztonsagi rések foltozasa és a hackertamadasok elharitasa allando
feladatot adna sajat szerver esetén, érdemesebbnek gondolom a
szolgaltatast pl. AWS-be koltoztetni. Az AWS ararol nincs pontos

kalkulaciom.

A sziikséges frontendi fejlesztés szubjektiv becslésem alapjan 200-250

munkadra.
A backend fejlesztése szubjektiv becslésem szerint legalabb 100 munkaodra.

Ezen a ponton sziikségesnek latom legalabb egy magyarorszagi védjegy
bejegyzése az esetleges jogvitak, téves Facebook tiltasok gordiilékenyebb
kezelése céljabdl. A magyar védjegy bejegyzésének koltsége egy aruosztaly
esetén jelenleg 81 000.- Ft + ligyvédi koltség” (az tigyvédi koltség korabbi
védjegybejegyzéseim alapjan plusz 60-80 ezer forint) ([27.] Magyar, unios
és nemzetkozi védjegy dijak, 2025).

A megfelel6 publikus tesztelést kovetéen lehetne megallapitani a rendszer

miikodésének tényleges hasznossagat (amely még nem bizonyitott!), a rendszer

piacképes szolgaltatasait leirni és azok értékét felbecsiilni. Mivel szerintem (megfelel6

hasznossag esetén) a rendszert legfeljebb egy szlik réteg hasznalna, amennyiben a

kozvetlen profitszerzés lenne a cél, redlisabbnak latom a kifejlesztett technoldgiak

(algoritmusok, moédszertanok) értékesitését mas, nagy nyelvi modellekkel foglalkoz6

piaci szerepldk felé.
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1.5.5. Referenciaadatok validalasa és a varatlan hasznossag

Ahogy a ,4. Vita” fejezetben is kiemelésre keriilt, a kollaborativ valaszok
konzisztenciajanak elemzése potencialisan segithet a meglévd tesztadatbazisok hibainak

vagy kétértelmiiségeinek feltarasaban.

1.6. A dolgozat kialakitasanak attekintése

Az aldbbiakban eldszor a szakdolgozat szerkezeti felépitését ismertetem, majd
bemutatom azokat a stilus- és formazasi elveket, illetve fokuszpontokat és

elhatarolasokat, amelyek a dolgozat tovabbi fejezeteinek kialakitasat meghatarozzak.

1.6.1. Szerkezeti felépités

A dolgozat hatralévé része az alabbiak szerint épiil fel:

Az 2. fejezet attekinti a témahoz kapcsolodo elméleti és szakirodalmi hatteret.
Ebben kitérek a nagy nyelvi modellek miikddésének alapjaira, a szoveggeneralas és a
paraméter-beallitasok (pl. temperature) szerepére, valamint bemutatom a tébb modell

egylittes alkalmazasanak (ensemble) koncepciojat és a benne rejld lehetdségeket.

A 3.1. fejezet konkretizalja az AiFusion rendszerrel szemben tamasztott
kovetelményeket, és bemutat egy tipikus use-case forgatokonyvet, amely szemlélteti a

platform gyakorlati hasznalatat.

A 3.2. fejezet bemutatja a rendszer részletes tervezését és architekturajat,
bemutatva a backend és frontend f6 komponenseit, azok kapcsolatait és a kommunikacids
folyamatokat, fokuszalva a megvalGsitas részleteire, kitérve a fejlesztés soran alkalmazott
technolégiakra, eszkozokre, valamint a kritikus implementaciés kihivasokra és azok

megoldasaira.

A 3.3. fejezet egy validacios tesztet és egy probalizemet mutat be, a teszten elért

eredmények kiértékelése nélkiil.

Végiil a 4. fejezet igyekszik kritikusan elemezni és 6sszefoglalni a szakdolgozatban

targyalt témakat, médszertanokat.
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1.6.2. Stilusjegyek, formazas

A dolgozat formazasa soran tobb, tudatosan felvallalt szerkesztési elvet kovettem:

Akadémiai és Intézményi Megfelelés: Az ,alapveté formdzds” (mint a
cimsorok hierarchiaja, tartalomjegyzék, abrajegyzék) a Kodolanyi Janos
Egyetem szakdolgozati kovetelményeit (Kodolanyi Janos Egyetem, 2021),
valamint az altalanos tudomanyos publikaciés gyakorlatot koveti. A
,helyesirdsi szabdlyok” alkalmazasa soran a magyar helyesiras szabalyainak
12.kiadasa az iranymutaté (MTA, 2025). Az irodalmi hivatkozasok rendszere
az Amerikai Pszicholédgiai Tarsasag (American Psychological Association - a

tovabbiakban: APA) ,szabvdnyon” alapul (APA, 2024).

Konzulensi Iranymutatas (Explicit Hivatkozas): A konzulensi visszajelzések
alapjan a dolgozat egyedi formazasi szabalyt alkalmaz a forrashivatkozasok
egyértelmisitésére. Minden kiilsd forrasmegjel6lés (pl. (Szerzd, 2024)) egy,
a szovegtorzsben ,délt betlivel és idézdjellel” kiemelt kulcsfogalomhoz vagy
sz0 szerinti idézethez kapcsolodik. Ennek a felvallalt formazasnak a célja az
olvasé segitése: egyértelmiien és visszakereshetden jeloli, hogy a hivatkozas
pontosan melyik allitast, definiciot vagy adatot tamasztja ala, elkeriilve a

bekezdés végén elhelyezett, tobbértelmii hivatkozas-csomagokat.

Technikai Tartalom Erthetésége: Mivel a dolgozat egy szoftverarchitektirat
olyan vizualis elemeket is tartalmaz, mint kédrészletek (,10. abra”),
parancssori kimenetek (,2. abra”, ,11. abra”) és felhasznaldi feliileti
képernyoképek (,6-9. abrak”). Ezeket a relevans szovegkornyezetbe

agyazva, abrajegyzékkel és forrasmegjeloléssel ellatva hasznalom.

1.6.3. A szakdolgozat fokuszpontjai és elhatarolasa

A dolgozat fokusza tudatosan az AiFusion platform alaprendszerének

megtervezésére, implementalasara (,3.2. Rendszerfelépités és implementaci6”) és

miikod6képességének demonstralasara (,3.3. Kismintas tesztelés”) helyezédott. A

terjedelmi és id6beli korlatok miatt azonban szamos érdekes, kapcsol6dé kutatasi iranyt

csak érint6legesen, vagy egyaltalan nem targyalok:
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o Részletes kvalitativ elemzés: A dolgozat nem végez mélyrehatd kvalitativ
elemzést arrdl, hogy a ,Bir6” modell milyen nyelvi, logikai vagy szemantikai

mintazatok alapjan hozza meg dontéseit.

e Prompt Engineering mélyvizsgalata: Bar a platform lehet6vé tenné, a
dolgozat nem tér ki egy nagyszabasu kisérletre, amely azt vizsgaln4, hogy a
,Biré” modellnek adott kiilonb6z6 instrukciok (pl. ,valaszd a legjobbat”,
oféstild Ossze a valaszokat”, ,elemezd kritikusan és ird ajra”) hogyan

befolyasoljak a végeredmény mindségét, koltségét és sebességét.

o Célzott etikai és bias-mérés: A 2.5 Etikai és megbizhat6sagi kihivasok...
fejezet felveti a témat, de a dolgozat nem végez célzott kisérleteket a
kollaboracio bias-csokkentd hatasainak mérésére (pl. specifikus tarsadalmi

torzitasokra fokuszalo tesztkészletekkel).

e Alternativ kollaboracios architekturak: Az AiFusion a ,master-slave-
judge” (post-inference) modellt valésitja meg. A dolgozat terjedelmi okokbol
nem tér ki mas, a szakirodalomban emlitett modellek (pl. ,router” alapt vagy
valés idejii, token-szintli ,inference-kdzbeni” kollaboraciok) gyakorlati

implementalasara és 6sszehasonlitasara.

Ezek a teriiletek mindegyike 6nmagaban is elegendd témat szolgaltatna egy
kiilonallé kutatashoz, amely a jovoben az AiFusion platformra épiilhet. A fejlesztések

tovabbi lehet6séget a ,,3.2.13. Jovobeli fejlesztési iranyok” fejezet targyalja.
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2. Szakirodalmi hattér

A szakdolgozat témajanak alapjat adé mesterséges intelligencia kutatasa
Magyarorszagon sem Uuj keletli. A hazai tudomanyos ko6zosség mar a 2000-es évek
kozepén aktivan foglalkozott a halad6 ,szdmitdstechnikai kutatds” és a ,,mikroprocesszor-
vezérelt alkalmazdsok” teriileteivel, amelyek megalapoztak a kés6bbi, modernebb
modellek kutatasat is (Magyar Tudomany, 2005). Nemzetkozi szinten a téma
Jtuddsbdzisanak gyiijtése” szintén koran elkezd6dott, olyan meghatarozé intézmények
portaljain, mint példaul az Association for the Advancement of Artificial Intelligence
(roviditve: AAAI) (AAAI 2009). Ezzel parhuzamosan a téma a hazai fels6oktatasban is
megjelent; a mesterséges intelligencia és a neuralis halok mar 2010 el6tt is a magyar
Legyetemi tantervek részét képezték”, példaul az ELTE programtervez6 matematikus
képzésében (ELTE TTK, 2008). Maga a KJE/SZIE kutatasi kérnyezet is régota foglalkozik
a témaval a magyar nyelvii ,MIAU portdlon” keresztiil (MIAU, 2014).

2.1. Nagy nyelvi modellek miikodése és az embedding
alapelvei

A nagy nyelvi modellek (LLM-ek) a bemenetként kapott széveget bels6 numerikus
reprezentaciokka alakitjak, hogy ezen keresztiil sajatitsak el a nyelv mintazatait. Ennek
kulcsa a ,szavak vektoralapu megjelenitése”, azaz az ,embedding” minden sz6 vagy token
egy magas dimenzioju vektortér egy pontjaként jelenik meg (Pennington, Socher, &
Manning, 2014). E pontok elrendezése ugy alakul, hogy a ,hasonlé jelentésii” vagy
hasznalatu szavak vektora kozel keriiljon egymashoz, (Turtogtokh, Pitlik, & Pitlik, 2025.),
(Kollar, 2011), mig ,eltéré jelentésii szavak tdvolabb” legyenek (Pennington, Socher, &
Manning, 2014). Ez a szemlélet, amely a dontéshozatalt a ,hasonldsdg-elemzésre”
alapozza, mar korabbi intézményi kutatasokban is megjelent (Pitlik L., [5.] MY-X: CONT-
ROLLING-STONES, 2011). A LLM nem konkrét szavakat tarol, hanem a szavak kozotti
kapcsolatok sokdimenzidés mintazatait: numerikusan kifejezhet6 a jelentésbeli
hasonldsag azaltal, hogy két sz6 vektoranak tavolsaga vagy szoge kicsi (pl. “kutya” és
“macska” kozel esnek, mig a “aut6” messze helyezkedik el t6liik az embedding térben). Az

ilyen ,word embedding” technikak alapjat olyan algoritmusok teremtették meg, mint a

Word2Vec vagy a GloVe, melyek nagy szovegkorpuszokban figyelik meg, mely szavak
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fordulnak el6 gyakran hasonlé kontextusban (Pennington, Socher, & Manning, 2014).
Pennington és munkatarsai megfogalmazasa szerint a GloVe modell mogotti f6 intuicio az
az egyszer( megfigyelés, hogy "ratios of word-word co-occurrence probabilities have the
potential for encoding some form of meaning" (Pennington, Socher, & Manning, 2014),
vagyis: ,a szavak egylittes el6fordulasi valdszinliségeinek aranyaiban megvan a potencial,
hogy a jelentés valamilyen formajat kddoljak”. Ennek eredményeként a LLM a nyelvi
tudast efféle szemantikus térben tarolja, ami lehet6vé teszi szamara, hogy a ,jelentéssel
biré hasonlésdgokat” matematikailag kezelje, mikozben ,a magas dimenzié” (gyakran
100-nal is tobb) gondoskodik arrol, hogy a nyelv finom arnyalatai is reprezentalhaték
legyenek, és a modellek ,megfelelé dltaldnosito képességgel” rendelkezzenek (Pennington,

Socher, & Manning, 2014).

A LLM-ek bels6 miikodésének masik alappillére az Un. ,transformer architektiira”,
amely ,figyelem (attention) mechanizmust” hasznal a szovegosszefiiggések kezelésére.
Ennek részletei meghaladjak e fejezet kereteit, de 1ényeges, hogy a modell képes hosszu
tartalmakban is felismerni a relevans oOsszefiiggéseket (Vaswani, és mtsai, 2017). A
transformer alapti LLM el6szor beagyazott vektorok sorozataként értelmezi a bemenetet
(tokenenként egy vektorral), majd tobb rétegen Kkeresztil - figyelem fejték
alkalmazasaval - egyre absztraktabb reprezentacidkat épit. Végiil ezen ,reprezentdciok
segitségével” hozza létre a kimenetet, 6sszességében tehat a LLM-ek a nyelvet ,statisztikai
mintdzatok” formajaban ragadjak meg: a tanulas soran sulyokat hangolnak be ugy, hogy a
lehetd legjobban modellezzék, milyen szavak és kifejezések hogyan kapcsolédnak

egymashoz a természetes nyelvben (Vaswani, és mtsai., 2017).

2.2. Tokenizacio és a szoveggeneralas logikaja

Miel6tt a modell generalni kezdene barmilyen valaszt, a bemeneti szoveget el6szor
fel kell dolgoznia. Ennek elsd 1épése a tokenizacid, amelynek soran a nyers szdéveget
kisebb elemekre - tokenekre - bontja a rendszer. A token lehet egy teljes sz0, sz6t0, szotag
vagy akar egyetlen karakter, a hasznalt tokenizal6 algoritmustol fiiggéen. A modern LLM-
ek gyakran un. ,subword tokenizdlast alkalmaznak (pl. Byte-Pair Encoding, WordPiece)”,
amely biztositja, hogy a gyakori szavak egy tokenként jelennek meg, mig a ritkabb vagy
Osszetett szavak tobb tokenre bonthaték (Microsoft, 2025.). A tokenizacio célja, hogy a

szoveg megfeleld formatumud numerikus sorozattd (token indexek sorava) alakuljon,
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amelyen a modell mar tud miveleteket végezni. A Microsoft dokumentaciéja szerint a
tokenek “pieces of words, syllables, or even characters that text is broken down into for the
model to process.”" (Microsoft, 2025.), vagyis: ,szavak darabjai, szotagok vagy akar
karakterek, amelyekre a szoveget felbontjak, hogy a modell fel tudja dolgozni”. Példaul a
“Megyek haza” mondat tokenjei lehetnek ["Meg", "yek", " haza"] egy Bajtpar Kodolas (Byte-
Pair Encoding - a tovabbiakban: BPE) alapu tokenizalas esetén, ahol a sz6végi rag kiilon
tokenként jelenik meg. Minden tokenhez a modell egy ,egyedi azonositét és egy

hozzdrendelt vektor-(embedding) reprezentdciot” tart nyilvan (Microsoft, 2025.).

Miutdn a bemenet tokenek formajaban a modellhez keriilt, megindul a
szoveggeneralas folyamata. A LLM a dekdder (szovegkibocsatd) részében iterativ modon
allitia el6 a kimen6 mondatot tokenr6l tokenre. Minden Iépésben kiszamit egy
,valosziniiségi eloszldst” a lehetséges kovetkez6 tokenekre - azaz megjdsolja, hogy az
addigi szovegkornyezet alapjan mi lehet a kovetkez6 sz6 vagy részlet (Sybrandwildeboer,
2025). Ezt tekinthetjiik ugy, hogy a modell minden pillanatban rangsorolja a szokincs
Osszes lehetséges folytatasat egy valoszinliségi értékkel. Példaul egy megfelel6en
betanitott modellnél, ha a bemenet a “A macska leugrott a ...”, akkor a kévetkezd tokenre
olyan val6szin(iségi eloszlast adhat, hogy “kanapérol” 80%, “falrél” 15%, “téglardl” 0.5%
stb. - attdl fiiggben, a ,tréningkor mely folytatdsok voltak jellemzdek” (Sybrandwildeboer,
2025). Alapértelmezésben a modell a legmagasabb valdszintiiségili token(eke)t valasztja ki
kovetkezdnek, és hozzaflizi a szoveghez. Ezt kdvetben az igy kiboviilt szoveg végét veszi
figyelembe ,1Uj kontextusként” (Sybrandwildeboer, 2025), és ,megismétli a predikcios
lépést” a soron kovetkezd tokenre, (Microsoft, 2025.). Ez a folyamat iterativan halad el6re
mindaddig, amig a modell le nem zarja a valaszt (példaul egy Szekvencia Vége (End of
Sequence - a tovabbiakban: EOS) vagyis a valasz vége token kiadasaval, vagy amig el nem
éri a megengedett maximalis hosszt). Fontos kiemelni, hogy a modell ,a teljes eddigi
kontextust figyelembe veszi” minden egyes 1épésnél - nem csupan az utols6 néhany szét -
, 1gy képes a hosszabb tavu nyelvtani és szemantikai Osszefiiggésekre is reagalni
(Sybrandwildeboer, 2025). Ennek készonhetd, hogy egy LLM nagyobb szévegablak esetén

is kovetkezetes maradhat és visszautalasokat kezelhet.

A tokenizacio és a szekvencialis szovegépités kombinacidja azt eredményezi, hogy a
LLM-ek meghokkent6en koherens mondatokat tudnak 1étrehozni pusztan a statisztikai

mintazatok kovetésével. Ugyanakkor e miikddési logikabol fakadnak a korlatai is: mivel a
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modell mindig a legvalészinilibb (vagy majdnem legval6sziniibb) folytatast igyekszik adni,
nincsen beépitett mechanizmusa az igazsagtartalom ellendrzésére - errdl még lesz sz6 a
,2.5.2 Hallucinaci6” alfejezetben az un. hallucinacié kapcsan. Mindenesetre, a tokenizacio
preciz megvalasztasa és a generalasi algoritmus (dekddolasi stratégia) nagyban
befolyasolja a modell valaszainak mindségét és jellegét. A ,dekddoldsi stratégia” (Ji Z., és
mtsai., [25.] Survey of Hallucination in Natural Language Generation, 2023) lehet példaul
,greedy search” (mindig a top1 tokent valasztva) (Brown, és mtsai., 34. Language models
are few-shot learners), ,beam search” (egyszerre tobb lehetséges folytatast kovetve
nyomon) (Sennrich, Haddow, & Birch, 2016), vagy ,random sampling” (Hugging Face,
2025) kiilonféle paraméterekkel (pl. ,nucleus sampling” top-p szerint), (Holtzman, Buys,

Du, Forbes, & Choi, 2019).

2.3. Kreativitas vs. determinizmus: a temperature
paraméter szerepe

A szoveggeneralasnal megismert valdszinliségi eloszlasokbol fakadéan a modellek
kimenete tobbé-kevésbé randomizalhat6. Ennek szabalyozasara szolgal a temperature
(homérséklet) nevli paraméter, amely kozvetleniil befolydsolja, mennyire legyen
,kreativ” vagy éppen kiszamithat6 a modell valasza. Matematikailag a ,temperature a
kimeneti valdsziniiségi eloszlds simitdsdt vagy élesitését végzi’: alacsony értéknél az
eloszlas csucsosabba valik (a legvaloszinlibb tokenek dominalnak), mig magasabb
értéknél laposabb (a kisebb valdsziniiségli tokenek is nagyobb eséllyel bekeriilhetnek a

mintavételbe) (Microsoft, 2025.).

Gyakorlati szempontbél ez azt jelenti, hogy egy nagyon alacsony temperature (pl.
0.0-0.2) esetén a modell szinte mindig a legval6szin{ibb kovetkezd szét valasztja - ezzel
determinisztikus és jellemz6en pontos, de olykor ,szdraz” vagy sablonos valaszt ad
(Sybrandwildeboer, 2025). Shelar ezt ugy foglalja 6ssze: "Low-temperature values make
the output more deterministic, favoring the most likely words.” (Shelar M., 2025), vagyis:
,Az alacsony hdmérsékleti értékek determinisztikusabba (kiszamithatébba) teszik a
kimenetet, el6nyben részesitve a legvaloszinlibb szavakat.”. Ilyenkor a kreativitas
minimalis: ha kétszer tessziik fel ugyanazt a kérdést a modellnek azonos paraméterekkel,
jo eséllyel szb szerint ugyanazt a valaszt kapjuk vissza. Ezzel szemben, ha magasabb a

temperature (pl. 1.0-1.2, vagy extrém esetben még magasabb), a modell a lehetséges
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folytatasok koziil aranyosabban valogat, beleértve a kevésbé valdszinii opcidkat is. Ennek
eredménye egy valtozatosabb, kreativabb széveg, amely viszont kevésbé kiszamithato,
és nagyobb eséllyel tartalmaz kisebb pontatlansagokat vagy stilusbeli meglepetéseket.

”n

Példaul a “A macska leugrott a ...” mondat folytatasa temperature=0.2 mellett nagy
valésziniliséggel “kanapérol.” lesz, mig temperature=1.2 esetén akar “napfényben uszé
kerités tetejérol, egyenest az udvar puha flivére.” jellegli kreativ folytatast is kaphatunk.
Lathatd, hogy utobbi joéval ,szinesebb és részletgazdagabb, noha az informdcio

szempontjdbdl nem feltétlen pontosabb” (Sybrandwildeboer, 2025).

A temperature paramétert gyakran a 0 és 1,5 kézotti tartomanyban allitjak be a
gyakorlatban. A 0 kozeli értékek a maximum valdszinliségre tor6 (argmax)
szovegkibocsatast kozelitik - ilyenkor a modell determinisztikusan miik6dik, mintha egy
»2autokomplet” funkcié6 mindig a legkézenfekvobb folytatast flizné hozza a mondathoz
(Shelar M., 2025). A ~1.5 érték kortili temperature ezzel szemben a teljes tanult eloszlast
kihasznalja, ami kreativ, néha meglepd fordulatokat hozé valaszokat eredményez. Fontos
azonban megjegyezni, hogy magas temperature esetén a modellek hajlamosak lehetnek
koherenciavesztésre: a szoveg Osszefiiggéstelenebbé valhat, mert tulsdgosan lapossa

tessziik az eloszlast (szinte véletlenszerii valasztast engedélyezve).

A Kkisérleti beallitasoknal a temperature 0,0. Erdekes megkozelités, amely a
kovetkezd fejezetben targyalt kollektiv modell hasznalatra is kihat, hogy kiilonb6z6 LLM-
eket vagy akar ugyanazon LLM tobb példanyat eltérd temperature értékekkel futtatjuk
parhuzamosan. Példaul egy kisérletben az egyik modell nagyon alacsony kreativitassal
(0,0), a masik nagyon magas kreativitassal (pl. 1,5) general valaszt, majd egy meta-szintii
algoritmus vagy egy bir6 modell kombinalja ezeket - igy egyszerre van egy
yultraracionalis” és egy ,ultrakreativ’ nézdpontunk, amelyekbdl egyensulyozott végsé
valasz sziilethet. Ez a fajta kontrasztiv beallitas novelheti a valaszok diverzitasat,

ugyanakkor biztositja, hogy a végs6 outputban a megbizhat6sag is megmaradjon.

2.4. Kollektiv Al-megkozelités és elonyei

A mesterséges intelligencia és gépi tanulas teriiletén régota ismert modszer, hogy
,tobb modell egyiittes alkalmazdsdval (ensemble)” javithato az el6rejelzések pontossaga és
megbizhatdsaga (Breiman, 1996). Ennek hatterében az a statisztikai jelenség all, hogy a

kilonb6z6 modellek kiilonb6zd hibakat vétenek, és ha okosan kombinaljuk a
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kimeneteiket, a hibak egy része kiegyenlitheti egymast. Dietterich definicidja szerint az
ensemble mddszerek “construct a set of classifiers and then classify new data points by
taking a (weighted) vote of their predictions” (Dietterich T. G., 2000). Példak erre a bagging,
boosting, stacking algoritmusok a gépi tanulasban, illetve az olyan meta-modellek, mint a
random forest (ami sok dontési fat atlagol) vagy az atlagos szakérté mddszere (ami tobb
szakérté véleményébol képez konszenzust). A kollektiv intelligencia elve - miszerint
tobb fliggetlen vélemény vagy forras kombinacidja jobb megoldast adhat, mint barmelyik

onmagaban - a mesterséges intelligenciaban is kamatoztathaté.

Mivel a LLM-ek eltér6 szovegkorpuszon tanultak és mas fejlesztésii algoritmusokat
alkalmaznak a valaszadas soran, ezért erdsségeik és gyengeségeik kiilonbozhetnek,
adddik az otlet, hogy ne egyetlen modelltdl varjunk minden kérdésre tokéletes valaszt,
hanem ,t6bb modell vdlaszdt kombindlva” probaljunk meg jobb eredményt elérni (Chen,
és mtsai.). Egy friss kutatasi attekintés ramutat, hogy a kiilonb6zé LLM-ek jelent6sen
eltérhetnek egymastol a felépitésiik (architektura, paraméterszam), a tokenizacios
modszertik, a tanitasi adatuk és egyéb tényez6k miatt - emiatt ,ugyanarra a kérdésre is
eltéré vdlaszokat adhatnak” (Chen, és mtsai.). Ha ezeket az eltér6 perspektivakat
kombinaljuk, esély van ra, hogy , dsszességében jobb teljesitményt kapunk”, hiszen az egyik
modell korrigalhatja a masik pontatlansagat, vagy kiegészitheti annak valaszat (Chen, és
mtsai.). Ez hasonl6 ahhoz, mint amikor egy orvosi diagnézisnal tobb orvos véleményét

kérjuk ki (mdsodik vélemény): a végs6 diagnozis megbizhatdsaga né.

A szakirodalomban megjelentek mar konkrét mddszerek a LLM-ek
egyuttmiikodésére. Chen ,taxonémidja hdarom fé kategdridba sorolja a LLM ensemble
technikdkat” aszerint, hogy a kombinaci6 mikor torténik a folyamatban (Chen, és mtsai.):
(1) Inference el6tt - azaz a kérdés alapjan el6re kivalasztjuk, melyik modell valésziniileg
a legjobb (ugynevezett router vagy szakosodott szakértdk); (2) Inference kézben - tobb
modell parhuzamosan generalja a valaszt token szinten egymassal kommunikalva, kvazi
valés id6ében 6sszeegyeztetve a kimenetet; (3) Inference utdn - minden modell megadja a
teljes valaszat, majd egy utéfeldolgoz6 mechanizmus (akar egy masik modell) dont arrol,
hogy ezekbdl melyik(ek) a legjobb(ak), vagy hogyan lehet 6ket Osszeolvasztani. Az
AiFusion megkozelitése - ahogy a kovetkezd alfejezetben latni fogjuk - f6ként ebbe az
utobbi kategoriaba esik: a kiilon modell-valaszok utélagos kombinalasaval igyekszik a

legjobb elemeket egyesiteni. A 1ényeg, hogy barmely stratégiat is valasztjuk, a,,tébb modell
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kollektiv déntése” (Chen, és mtsai.) elméletben megbizhatdbb lehet, ,mint eqy magdnyos

modellé”, (Kovacs & Pitlik, 2025).

Az ensemble modszer elényei tehat dsszefoglalva: novelheti az pontossagot (pl.
kérdés-meg-valasz feladatoknal jobb taldlati arany), javithatja a robosztussagot (egy-egy
modell hibdja kevésbé befolyasolja a végeredményt), és cs6kkentheti a torzitasokat (ha
az eltér6 modellek mas-mas bias-szal rendelkeznek, azok részben kiegyenlithetik
egymast). Ugyanakkor megvannak a kihivasai is: a modellek egytlttmiikédésének
osszehangoldsa nem trivialis (pl. konfliktusos valaszok esetén donteni kell), noveli a
szamitasi koltséget, és a valasz magyarazhatosagat is bonyolithatja, ha egy meta-szintl
dontéshozo algoritmus dolgozik a hattérben. Ezen problémak egy részére az AiFusion egy

sajatos megoldast kinal egy biré modell formajaban.

2.5. Etikai és megbizhatosagi kihivasok a LLM-eknél

A nagy nyelvi modellek alkalmazasa kapcsan komoly etikai és felhasznaloi
élménybeli aggalyok mertiltek fel az utébbi években. Ezek kozé tartozik egyrészt a bias
(torzitas, elfogultsag) problémadja, masrészt az ugynevezett hallucinacio, azaz amikor a

modell magabiztosan allit valdtlansagokat.

2.5.1. Bias

A bias alatt azt értjiilk, hogy a modell tréningadataban meglévé tarsadalmi
eloitéletek, sztereotipiak, egyenlétlenségek beépiilnek a modell viselkedésébe, és igy
annak ,kimeneteiben is megjelennek” (Kovacs & Pitlik, 2025). Mivel a LLM-ek rendkiviil
nagy korpuszokon tanulnak (tipikusan internetes szdévegek milliardjain), 6hatatlanul
magukba szivjdk az emberi nyelvben meglév6 torténelmi és kulturalis torzitasokat
(példaul nemi vagy faji sztereotipidkat). Caliskan és munkatarsai (Caliskan, 2017)
tanulmanyukban kimutattak, hogy a szdébeadgyazasi modellek is ,emberi jellegti
eloitéleteket” hordoznak: példaul a “né széhoz kéozelebb asszocidlnak bizonyos csaldd vagy
miivészet tematikdju szavakat, mig a férfi széhoz a ,tudomdny vagy matematika szavait”
(Guo, és mtsai.). Hasonloképpen a nyelvi modellek hajlamosak lehetnek folytatni a

szoveget olyan modon, ami megerdsiti a tarsadalmi sztereotipidkat - ha példaul a
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tanitéadatban gyakoribb egy bizonyos csoporttal kapcsolatos negativ kontextus, ezt a
mintazatot a modell tovabbviheti a valaszaiba. Az etikai kockazat nyilvanvalo: egy bias-t
tartalmaz6 modell félrevezeté vagy diszkriminativ outputot adhat, ami sértheti egyes
felhasznal6i csoportok érdekeit, és ,alddshatja a rendszer pdrtatlansdgdba vetett
bizalmat” (Guo, és mtsai.). A szakirodalom folyamatosan keresi a megoldasokat e
problémara: egyrészt adat-szintli beavatkozasokkal (kiegyensulyozottabb, megtisztitott
tanité adatkeészletek hasznalataval), masrészt modell-szintii technikdkkal (pl. utélagos
finomhangolas explicit fairness célfiiggvénnyel, utofeldolgoz6 sziirés a kimeneteken)
igyekeznek mérsékelni a LLM-ek torzitasait. Emellett a jogi-szabalyozasi oldal is
megjelent: példaul az Eurépai Unié késziilé ,Al Act” (European Parliament, 2025)
rendelete eldirja a ,magas kockdzati Al rendszerek esetén a humdn feliigyeletet és a
fairness biztositdsat” (Kuriakose, 2024). Mindez mutatja, hogy a bias kezelése nem csupan

technikai, hanem tarsadalmi-kulturalis feladat is.

2.5.2. Hallucinacio

e

A hallucinacié jelensége alatt azt értjiikk, amikor a nyelvi modell meggy6z6en
hangzd, de valdtlan vagy alaptalan informaciét ad ki. Ji és munkatarsai atfogo
felmérésiikben ugy definialjak a ténybeli hallucinaciot, mint amikor “ the generated output
contains factual inconsistencies or fabrication, which cannot be inferred from |[...] the world
knowledge or the provided source information” (Ji Z. , és mtsai, [25.] Survey of
Hallucination in Natural Language Generation, 2023), vagyis: ,.a generalt kimenet ténybeli
kovetkezetlenségeket vagy kitalaciét tartalmaz, amely nem vezethetd le [..] a vilag
ismeretébdl vagy a biztositott forrasinformaciobdl”. A LLM egyszertien “kitalal” valamit -
példaul egy nem létezd tényt, hamis hivatkozast, valétlan eseményt - anélkiil, hogy
tudataban lenne tévedésének. Ez a viselkedés abbol fakad, hogy a modellnek nincs valodi
ismeretbazisa vagy valdsag-ellen6rz6 mechanizmusa: a tanulds soran nem épit ki
tényadatbazist, csupan a szoévegmintazatokat tanulja meg. Igy amikor egy kérdésre a
helyes valaszt nem ,emlékszik” a tanultakbdl, akkor is megprébal valami hihet6t
generalni, hiszen erre van beprogramozva - a legvaldsziniibb kovetkezd szavakat fogja
leirni még akkor is, ha azok egyiitt valotlan allitast alkotnak. Az ilyen hallucinacio lehet
viszonylag artalmatlan (pl. egy vicces anekdotat tulajdonit rossz torténelmi személynek),
de lehet nagyon is veszélyes: , félrevezetd orvosi tandcs, nem létezé jogi precedens citdldsa,

lizleti adatok pontatlan kozlése stb.” is el6fordult mar a gyakorlatban (Nirdiamant, 2025).
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A megbizhatésag kiilonosen kritikus az olyan magas kockazatu teriileteken, mint a
védelem-egészségiigy, ahol a modern technologiak (pl. VR/AR, szimulacié) mar a
.képzésben és a gyakorlatban is megjelennek” (Fejes, Pitlik, Rikk, Szlics, & Turi, 2024 /1-2).
Az esetek tobbségében a modell nem szandékosan ,hazudik”, inkabb egy tulsagosan
magabiztos autokomplettérként viselkedik, aki nem tudja azt mondani, hogy “nem
tudom”, hanem ,mindig vdlaszol valamit” (Nirdiamant, 2025). Ez komoly UX-
megbizhatdsagi kihivas: a felhasznalé szamara nehezen megkilonboztethetd, mikor

pontos a valasz és mikor koholt - hiszen a stilus mindkét esetben magabiztos.

2.5.3. A hallucinacio és a bias enyhitése

A hallucinacio és a bias jelensége egyarant alaassa a LLM alapt rendszerekbe vetett
bizalmat, ezért a szakirodalom t6bb megoldast is javasol ezek enyhitésére. Az egyik ut a
modellek kimeneteinek utdellendrzése: példaul egy masodik modell vagy egy specialis
algoritmus ellendrizheti a tényallitasokat (pl. forrasok keresésével), illetve kiszlirheti a
nyilvanvalé ellentmondasokat a valaszban. Egy masik megkozelités a kollektiv
valaszadas - éppen az ensemble moddszerek alkalmazasa. Ha tobb modell valaszol
ugyanarra a kérdésre, utana pedig 0sszevetjlik ezeket, akkor az inkonzisztens vagy kil6go
elemek gyanuként azonosithaték. A szakirodalomban ezt néha self-consistency néven
emlitik: egy modell sajat tobb mintajat vagy tobb modell valtozatot futtatva tobbszoros
valaszokat gytijtiink, majd a konszenzust keressiik kozottiik (pl. tobbségi szavazassal vagy
konszenzusos 0sszevonassal). ,Humadn feliigyelet bevondsa” is gyakran javasolt: fontos
dontési helyzetekben (pl. orvosi diagnozis, pénziigyi dontés) a LLM-ek altal generalt
tartalmat mindig at kell néznie egy emberi szakértének, miel6tt azt véglegesnek
tekintenénk (Nirdiamant, 2025), (Schiller, 2024). Ez megfelel a human-in-the-loop
paradigma kovetésének, ami szamos mesterséges intelligencia alkalmazasnal bevett
biztonsagi halo.

Az AiFusion rendszer tervezése soran ezen kihivasok tudatosan kezelenddk. A
platform abbol az alapotletbdl indul ki, hogy a biré modell révén csokkenthet6 a
hallucinacié és bias hatasa: ha tobb kiilonb6z6 LLM valaszat egy magasabb szinti modell
értékeli, akkor esély van ra, hogy ,kisziiri az egymdsnak ellentmondd vagy nyilvdanvaléan
hibds dllitdsokat”, miel6tt a valaszt a felhasznal6 megkapja (Kovacs & Pitlik, 2025).

Példaul, ha egy modell hallucinalt egy téves “tényt”, de a tobbiek nem, a bir6 ezt
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detektalhatja és figyelmen kiviil hagyhatja. Ugyanigy a bias mérséklésére is lehet esély:
egy diverz modellt egyiittesen, ha egy adott torzitas csak az egyik modellnél erés, a bir6 a
tobbiek valaszai alapjan korrigalhat. Természetesen mindez nem garancia a
tokéletességre — a biré modell is LLM, igy maga is hibazhat vagy torz lehet -, de egy extra
védelmi vonalat képez a rendszerben a megbizhatdsag javitasara. Emellett az AiFusion
fejlesztése soran is tervezem statikus szabalyok és prompt-szintli korlatozasok
bevezetését (példaul a biré modell utasitasaban kikotni, hogy csak akkor fogadjon el
valaszt, ha az forrasokkal alatamaszthato stb.). Az ilyen kombinalt modszerek - technikai
és emberi kontroll - egyiittes alkalmazasa felel meg leginkabb a jelenlegi legjobb

gyakorlatnak a generativ modellek felels hasznalataban.

2.6. Az AiFusion architektura a kollektiv Al
kontextusaban

Az AiFusion platform architekturaja a fent targyalt elveket egy konkrét rendszerben
valdsitja meg. Felépitése a “forditott piramis” modellt kéveti: tobb parhuzamosan futé
slave (szolga) LLM ad valaszt egy adott kérdésre, majd egy magasabb szintii master
(bir6é) modell értékeli és egyesiti ezen valaszokat. Praktikusan ez egy tobblépcsds
folyamatot jelent, ahol példaul az els6 szinten négy kiilonb6z6 nyelvi modell general négy
valaszt, a masodik szinten két (vagy akar tobb) modell O6sszehasonlitja ezeket és
kivalasztja a legjobb(ak)at, végiil a harmadik szinten egy utols6 biré modell dént a
fennmarado6 valaszok kozott, vagy 6sszefésiili 6ket egyetlen koherens valassza. A folyamat
biztositja, hogy a végs6 output tobb modell perspektivajat is figyelembe veszi,
kihasznalva a kollektiv intelligencia el6nyeit a megbizhatébb eredmény érdekében. Ahogy
a kapcsolddé konferenciacikkben megfogalmaztuk, a cél egy olyan platform létrehozasa,
amely "enables collaborative Al testing and the emergence of Al self-criticism” (Kovacs &
Pitlik, 2025.) Ez a szervezeti felépités szorosan kapcsolodik a ,hasonlésdgelemzés”
(similarity analysis) és az ,automatizdlt intuicié-generdlds” (automated intuition-
generation) alapelveihez, amelyek a KJE/SZIE kutatasi korében mar 2014-ben

megjelentek (Pitlik L., [1.] My-X Team, an innovative idea-breeding farm, 2014).
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2.6.1. A lekérdezés menete, frontend

A rendszer adatutja ennek megfelel6en alakul: a felhasznal6 egy kérdést intéz az
AiFusionhoz, ami aztan a backend oldalon egyszerre tovabbitja a kérést tobb kivalasztott
LLM API-nak. Az egyes modellek megfogalmazzak a sajat valaszukat, amelyeket ezutan a
frontend vagy a backend logika egyesit egy végs6é outputta. Jelen implementaciéban -
prototipus lévén - a bir6i logika féként a frontenden kertiilt megvaldsitasra kisérleti
jelleggel. A webes kliens program (JavaScript/React alapon) biztosit kiilon nézetet,
példaul a “3 LLM + Judge” modot, ahol a felhasznal6 egyszerre harom modellt futtathat
parhuzamosan, majd a rendszer automatikusan meghiv egy negyedik, biré szerepl
modellt, hogy feldolgozza a harom valaszt. Ezt ugy valdsitottam meg, hogy a frontenden a
ThreeLLM]Judge.jsx komponens egy miniatlir workflow-t implemental: a harom slave
modell API-hivasat parhuzamosan inditja el, megvarja mindegyik eredményét, majd
ezeket egy formazott prompt részeként bekiildi a bir6 modellnek értékelésre. A biro
modell promptja tartalmazza az eredeti felhasznaloi kérdést és a harom kapott valaszt,
kiegészitve el6re definialt utasitasokkal (pl. utasitas a bir6 szamara: dontse el, melyik
valasz a legjobb, indokolassal). Igy a biré LLM kvazi metamodellként miikodik: nem
kozvetleniil a felhasznaldi kérdésre valaszol, hanem a modell-valaszok alapjan hoz itéletet

vagy 0sszegzést.

2.6.2. Backend

A backend egy Flask alapu Python szerver, amely az Allnterface modulon keresztiil
valésitja meg a tobb modell egylittes kezelését: paraméterei kozott szerepel, mely
szolgaltatok (OpenAl, Anthropic, Google, DeepSeek) mely modelljeit hivja meg, mekkora
max. token hosszusaggal, milyen kreativitassal stb. E modul a hivasok eredményeit
Osszegyljti és visszaadja a frontendnek. A frontenden aztan a ThreeLLM Judge
komponens gondoskodik réla, hogy ha sziikséges, a bir6 modellt is bevonja. A jelenlegi
prototipusban az ensemble logika tehat félig manualis (gombokkal aktivalhat6 moédok
formajaban), a jovobeli fejlesztési tervek kozt szerepel ennek automatizalasa a backend
oldalon egy altalanos orkesztralé6 modul formajaban. Tovabba folyamatban van a biroéi
promptok finomhangoldsa és esetleg a bir6 modell tovabbképzése is, hogy minél

megbizhatoébban ismerje fel a legjobb valaszt vagy a kombinaland6 elemeket.
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2.7. A tantargyak és a dolgozat témajanak
osszefiiggései

A szakdolgozatban targyalt AiFusion platform tervezése és megvaldsitasa soran
nemcsak a kozvetlen szakirodalmi hattérben targyalt technoldgiai alapelvek voltak
relevansak, hanem a képzés soran elsajatitott tagabb ismeretkorok is. Az alabbiakban

ezeket a kapcsolatokat részletezem.

2.7.1. Matematikai alapok

A ,Matematikai alapok” tantargy ismeretanyaga tobb teriileten relevans. Az
embeddingek (2.1) megértéséhez sziikséges linearis algebrai hattér mellett a targy

tovabbi pontokon is kapcsolddik a dolgozat témajahoz:

o Az egyszerl valoszinliségszamitas segit megérteni a modellek valaszainak
mindségét, bizonytalansagat és a temperature paraméter miikodését (lasd:

,»2.3 Kreativitas vs. determinizmus: a temperature paraméter szerepe”).

e A modellek teljesitményének méréséhez statisztikat (pontossag, atlag,

szoras) alkalmazunk (,,3.3. Kismintas tesztelés”).

2.7.2. Adatszerkezetek és algoritmusok

Az ,Adatszerkezetek és algoritmusok” tantargy keretében tanultak tébb ponton is
kapcsolddnak a szakdolgozat témajahoz. Kézvetleniil az embedding alapelvekhez (2.1)
kotédnek a matrixok és vektorok, amelyekkel a modellek a szemantikai kapcsolatokat
reprezentaljak. Emellett a tantargy tovabbi elemei a dolgozat mas részeihez

kapcsolodnak:

e A kisérletek kiértékelése soran kombinatorikai kérdések mertltek fel a
lehetséges triadok szamanak meghatarozasa soran az,,3.3.4. A kollaboracios

partnerek és a JUDGE kivalasztasa” fejezetben.

e A Pareto-front szamitas algoritmikus alapjai relevansak voltak az optimalis

modellkombinacidk kivalasztasahoz ,3.3.4.1. A Pareto-triadok kivalasztasa”.
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2.7.3. A jog szerepe a modern tarsadalmakban

Bar a dolgozat fokusza a rendszer technikai megvaldsitasan van, a platform
tervezése és potencialis jovObeli lizemeltetése kapcsan felmeriilnek jogi és adatbiztonsagi
kérdések is. ,A jog szerepe a modern tarsadalmakban” tantargy keretében tanultak
relevansak lehetnek példaul a platform nevének és arculatanak védjegyoltalma
szempontjabol, amelyre a ,3.2.1. A platform elnevezése, logd, domain, védjegy” fejezet
utal. A rendszer hozzaférési tokenekkel dolgozik (API-kulcsok, Bearer token), amelyek
kezelése adatbiztonsagi és jogi felel6sség (hozzaférés-naplézas, jogosultsagkezelés);
kulcskezelés” fejezet részletezi. Az adatvédelem kérdése a naplézas kapcsan is

érintdlegesen megjelenik ,3.2.12. Naplézas és adatvédelem”.

2.7.4. Adatbazisok

A kisérleti fazisban Excel-t hasznaltam ,mini adatbazisként” (ennek gyakorlati
alkalmazasa lathaté a ,3.2.7. Batch Runner modul” és az ,3.3. Kismintas tesztelés”
fejezetekben), de a rendszer természetébdl addéddan a késdbbi fazisokban relacids
adatbazisra kell valtani (lasd ,3.2.13.5. Adatbazis kapcsolat” fejezet). Az ,, Adatbazisok”
tantargy keretében tanult adatszervezési, normalizalasi, lekérdezés-optimalizalasi és
jogosultsagkezelési alapelvek adjak meg az elméleti hatteret ahhoz, hogy a prototipus

hogyan néhet ki egy valddi, skalazhat6 adatbazis-hattérré.

2.7.5. Az Elektronika fizikai alapjai és az Elektronikus aramkorok

Az Elektronika fizikai alapjai” és az ,Elektronikus aramkoérok” tantargyak

ismeretanyaga szorosan 0sszefliggnek egymassal, igy kapcsolatukat egyiitt targyalom.

Bar az AiFusion platform egy szoftveres rendszer, miikddése fizikai hardvereken
(CPU (Central Processing Unit) /GPU (Graphics Processing Unit)-kon, memorian, hal6zati
eszkozokon) alapul. A képzés soran tanultak - mint az aramfelvétel, h6termelés, hiités,
memoria-savszélesség, jeltovabbitas fizikai korlatai, valamint a stabil tapellatas,

fesziiltségstabilizalas (VRM (Voltage Regulator Module)), szlirés és az EMI

31.



(electromagnetic interference)-zaj minimalizalasa - adjak meg azt a kontextust, amely
meghatarozza a rendszer valos teljesitményének és skalazhatésaganak felsé hatarait. A
megbizhaté aramkori miikodés kozvetleniil befolyasolja a szamitasok sebességét és
hibamentességét; a nem megfelel6 miikodés példaul teljesitménycsokkenést (throttling)
okozhat, ami torzithatja az ,3.3. Kismintas tesztelés” soran mért futasi id6ket és ronthatja

a rendszer altalanos megbizhatdsagat.

2.7.6. Felhasznaloi interfészek és vizualizacio

Az AiFusion platform fontos része a webes frontendbdl (lasd ,3.2.6. Frontend
architektura”). Az itt alkalmazott megoldasokhoz - tobb modell valaszanak érthet6
megjelenitése, az eredmények 6sszehasonlitasat segité tablazatok és vizualizaciok - az
elméleti alapot a ,Felhasznaloi interfészek és vizualizaci6” tantargy biztositotta. A cél a
konny( hasznalhatosag és az eredmények gyors attekinthetdsége volt, ami az ,3.3.5. A
kimeneti eredmények tarolasa, kiértékelése” fejezetben bemutatott Excel tablakban is

tiikrozddik.

2.7.7. Hal6zatok és szamitogép architekturak

A ,Halézatok és szamitégép-architekturak” tantargy ismeretanyaga szintén
alapvetd a rendszer megvaldsitasahoz. Az AiFusion platform tobb gépen, hal6zaton
keresztill hiv kilsd Al-szolgaltatdsokat (API-kat), igy a savszélesség és a halozati
késleltetés kozvetleniil befolyasolja az API-hivasok sebességét és a rendszer valaszidejét,
ami a ,3.3. Kismintas tesztelés” soran mért idéeredményekben is megmutatkozik.
Emellett a rendszer futtatasahoz hasznalt CPU architektira és a memoria-savszélesség
adjak meg a helyi szamitasok (pl. a backend vagy a batch runner futtatdsa)

teljesitménykorlatait.

2.7.8. Informatikai védelem és biztonsag

Az ,Informatikai védelem és biztonsag” tantargy alapelvei szintén megjelennek az

eV

tokeneket (Bearer token, API-kulcsok) hasznal az illetéktelen hozzaférés
megakadalyozasara. Bar a prototipus jelenleg nem hasznalja, a jov6beli fejlesztések soran

elengedhetetlen a titkositott HTTPS (Hypertext Transfer Protocol Secure) kapcsolat
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alkalmazasa. A kérések és valaszok naplozasa és auditalasa, valamint az érzékeny adatok
(pl. API kulcsok) maszkolasa vagy biztonsagos kezelése szintén kulcsfontossagu
szempontok. Ezek technikai megvalositasara a ,3.2.10. Biztonsag és kulcskezelés” és a

»3.2.12. Naplozas és adatvédelem” fejezetek térnek ki részletesebben.

2.7.9. Operacios rendszerek

Az ,Operacios rendszerek” tantargy adja meg azt az alapvetd kontextust, amelyben az
AiFusion platform fut. A rendszer komponensei (backend, frontend, batch runner) nem
nativan futnak a hardveren, hanem operacids rendszereken. A fejlesztés soran konkrétan
Ubuntu Server és macOS operacios rendszereket hasznaltam, ahogy azta, 3.2.2. Fejleszt6i
kornyezet” fejezet részletezi. Az Operacios Rendszer (Operating System - a tovabbiakban:
0S) altal biztositott szolgaltatasok (folyamatkezelés, memoriakezelés, halézatkezelés)
alapvetdek a ,3.2. Rendszerfelépités és implementacié” soran leirt szoftverkomponensek

mikodéséhez.

2.7.10. Programozas

A ,Programozas" tantargy alapvetd ismereteket targyal a projekt konkrét
megvalodsitasahoz: a Pythonos Flask backend (,,3.2.5. Backend architektura”), a React
frontend (,,3.2.6. Frontend architektira”) és a batch-runner szkript (,,3.2.7. Batch Runner
modul”) elkészitéséhez. A projekt jol mutatja az API-hivasok (,,3.2.5.2. API végpontok és
hitelesités”, ,3.2.6.1. Kommunikacié a backenddel”), a hibakezelés, a napldzas (,,3.2.12.
Naplozas és adatvédelem”) és az automatizalt futtatas (,,3.2.7. Batch Runner modul...”)

gyakorlati megvalositasat.

2.7.11. Programozasi alapelvek és modszertanok

A ,Programozasi alapelvek és mddszertanok" segitettek a rendszer atlathatd és
bévithetd kialakitasaban. Ennek elemei a modularis felépités, a rétegezés és a separation
of concerns elve (,3.2.3. Architektura attekintése..”). Kovetkezetes nevezéktant
alkalmaztam (,3.2.8. Nevezéktani konvenciok”), és figyeltem a naplézasra (,3.2.12.

Naplozas és adatvédelem”) és hibakezelésre. A verzidkezelést Git rendszerrel végeztem.
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Az automatizalt futtatast és mérést a batch-runner (,3.2.7. Batch Runner modul...”)
biztositja, a skalazhatosagot és tesztelhetséget pedig a tiszta interfészek és adapterek

(,3.2.5.1. Modulstruktura és adapterek") segitik

2.7.12. Rendszermodellezés

A ,Rendszermodellezés" eszkoztara segitett a rendszer miikodésének
vizualizalasaban és megértésében. A rendszer miikdodése adat- és vezérlésaramlasi
diagramokkal abrazolhaté (4. abra), hasznos lehet a szekvenciadiagram a kérés-valasz
lépésekhez (,3.2.6.1. Kommunikacié a backenddel”) és az allapotgép a futasok statuszaira.
A komponensdiagram (adapterek, API-interfész, batch-runner) (4. abra) segit a

felel6sségek tiszta szétvalasztasaban és a bdvithetdség megtervezésében.

2.7.13. Rendszertervezés

A ,Rendszertervezés" elvei alapjan a megoldas rétegzett felépitési (frontend,
backend, adapterek, judge-logika), egyértelmii felel6sségi korokkel (,3.2.3. Architektura
attekintése...”). A kovetelményekbdl (,3.1. Kévetelmények és Use-case”) indultam, majd
ezekhez terveztem az interfészeket (,3.2.5.1. Modulstruktura és adapterek”), az
adataramlast (,,3.2.4. Adataramlas és komponensek egyiittmiikddése”) és a hibakezelést.
A skalazhatosagot bdvitheté modulokkal és a jovOben microservice-iranyu szétbontassal

biztosithatjuk (,,3.2.13.3. Infrastruktura és skalazhatdsag”).

2.7.14. Szoftverarchitekturak

A ,Szoftverarchitekturak" tantargy ismeretei tiikkroz6dnek a rendszer rétegzett
felépitésében (frontend-backend-adapterek) (,3.2.3. Architektira attekintése”). A kiils6
LLM-szolgaltatokhoz az adapter minta illeszkedik (,3.2.5.1. Modulstruktira és
adapterek”), a birdi 1épés pedig orchestrator szerepet tolt be (jelenleg a frontenden,
»3.2.6.2. Parhuzamos lekérdezések...”). A skalazasnal a microservice irany is felmertl
(,3.2.13.3. Infrastruktira és skalazhatosag”). A megbizhatosagot erdsité elemek (pl.

observability) a jovobeli fejlesztések részei lehetnek.
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2.7.15. Szoftvertesztelés

s n

A ,Szoftvertesztelés" fontossagat mutatja a batch runner (,3.2.7. Batch Runner
modul...”) alkalmazasa a tomeges vizsgalatokhoz (,,3.3. Kismintas tesztelés”). Ez lehet6vé
teszi a pontossag, idd és koltség méréseét, valamint a regresszios tesztek futtatasat uj
verziok bevezetésekor. A miikodés alapveto ellen6rzése (endpoint hivasok, hibakezelés,

jogosultsag) manualis és implicit tesztekkel tortént a fejlesztés soran.

2.7.16. Szoftveriizemeltetés

Bar a projekt jelenleg prototipus fazisban van, a ,Szoftveriizemeltetés" szempontjai mar
most relevansak a jovOore nézve. A stabil milikddéshez és folyamatos felligyelethez
monitoring (idd, hiba, koltség), logolas (,,3.2.12. Naplozas és adatvédelem”) és riasztas
szlikséges. Fontos a rendszeres frissités, a biztonsagos kulcskezelés (,,3.2.10. Biztonsag és
kulcskezelés”), a skalazas és az automatizalt deploy (Folyamatos integraci6 / Folyamatos
szallitas (Continuous Integration / Continuous Deployment - a tovabbiakban: CI/CD)),

amelyek a ,,3.2.13. Jov6beli fejlesztési iranyok” kozott is szerepelnek.

2.7.17. Komplex tarsadalomtudomanyi ismeretek

A rendszer tobbcélu optimalizaciot kezel (pontossag-koltség-idd), amelyet Pareto-
szemlélettel és triad-alapu aggregalassal tesz mérhet6vé; a triadok sikerratajat a
,legalabb egy helyes” (parallel_or) szabaly alapjan szamitjuk, a birdi (JUDGE) modul pedig
az ellentmondé kimenetek feloldasara szolgal. Ez a megkozelités lehet6vé teszi, hogy a
technikai eredményeket tarsadalomtudomanyi szempontbdl is értelmezziik: a
kompromisszumok (trade-offok) szamszertsithet6k, a dontési elvek atlathatéva valnak,

és reprodukalhat6 médon 6sszevethetok.

Szubjektiv meglatdsom szerint a tarsadalomban - a jelenleg is tapasztalhatd kezdeti
lelkesedés mellett - kialakuloban van egyfajta bizalmatlansag és bizonytalansag a nagy
nyelvi modellekkel (kéznyelvben: ,MI”) szemben. Mivel a LLM-rendszerek atlathat6saga
és megértése még a szakért6k szadmara is kihivas, a hozzaérté6 tarsadalmi réteg
felel6ssége, hogy kozérthet6en tajékoztassa a tobbségi tarsadalmat a miikodésrdl és a
megbizhatdsagrol. Ezt a kozérthetd tajékoztatast és a megértést kifejezetten segithetik az

olyan rendszerek altal generalt 6sszehasonlitasok és statisztikak, mint az AiFusion: a
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platform standardizalt protokollok mentén képes tobb LLM 6sszehasonlito értékelésére,
rangsorolasara és a torzitasok/hibak feltarasara. Rendkiviil fontosnak tartom a LLM-ek
vizsgalatat megbizhatésag és elGitéletesség szempontjabdl; a tobb-modelld,
osszehasonlitd elemzések mintazatokat és statisztikakat szolgaltatnak ehhez, igy adat-

alapu beszélgetést tesznek lehet6vé a tarsadalmi kockazatokrol és elényokrol.

A fenti szempontok a rendszer tarsadalmi beagyazottsagat és koltség-haszon
értelmezhetdségét erdsitik: az atlathaté mérészamok és a reprodukalhaté médszertan
elszamoltathatobba teszik a dontéseket, és alapot adnak a felelds, tajékozott

kozbeszédhez a generativ MI (Mesterséges Intelligencia) alkalmazasarol.

2.7.18. Europai civilizacio és identitas

A rendszertervezésben kovetkezetesen érvényesiilnek az eurdpai alapelvek:
adatvédelem, atlathatosag, felel6sségre vonhatdsag. Az AiFusion ennek megfelel6en
reprodukalhaté futtatasokat, visszakovethetdé dontési 1épéseket (naplo, JSON/Excel
kimenetek) és ellendrizhet6 birodi értékelést biztosit. A tobbnézdpontos mérlegelés és a

konszenzusra torekvés intézményes eurdpai dontéshozatali mintazatokkal rokon

(testiileti mérlegelés, vitakultara, indokolt allasfoglalas).

Kozvetlen szinergia mutatkozik a 4.5. fejezetben targyalt jogi rendszerek LLM-alapu
tesztelésével: a birdi modul és a triad-logika panel-szerl dontéstamogatast tesz lehet6vé
(kiilonvélemények kezelése, tobbségi/dontési szabalyok, indoklas), ami a jogi dontések
MI-tdmogatasaban kiilondsen fontos. A platform igy nemcsak technikailag, hanem
értékalapon is illeszkedik az eurdpai elvarasokhoz: az automatizalt értékelés atlathato,

auditalhat6 és elszamoltathato6 keretben torténik.

2.7.19. Emberi viselkedés és kommunikacié

Az AiFusion tobbmodelli miikodése (triad + bir6/JUDGE) egy tobbszereplds
kommunikacios helyzetet modellez: kiilonb6z6 , beszél6k” (LLM-ek) egymastdl fiiggetlen
valaszai kertlilnek oOsszevetésre, majd egy bir6i modul visszacsatolassal és
konszenzuskereséssel egységes, indokolhat6 kimenetet allit el6. Ez a folyamat jol rimel az
emberi kommunikacié kulcselemeire: a félreértések kezelése, a torzitasok (bias)

csokkentése, a bizalomépités és a kozos jelentésalkotas.
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Szubjektiv megitélésem szerint a tarsadalmi bizalmatlansag csokkentéséhez nem
elég az egyes LLM-ek teljesitményét allitani; sziikség van kozérthetd, 6sszehasonlithato
eredményekre és magyarazhaté dontési folyamatokra. A platform napl6zasa és a biré altal
készitett, 1épésenként rekonstrualhatd 6sszegzés ezt a kommunikacios atlathatosagot
szolgalja - emberi helyzetekhez hasonldan, ahol a vitdban végiil egy moderalt, indokolt

allaspont sziiletik.

2.7.20. Vallalati gazdasagtan

Az ,Vallalati gazdasagtan" tantargy keretében tanultak adnak alapot ahhoz, hogy az
AiFusion rendszert ne csak technikai, hanem iizleti szempontbdl is értékeljiik. A rendszer
épitése soran felmeriilt annak potencialis piaci hasznosithatdsaga, ami a brandépités
(,3.2.1. A platform elnevezése..”) és egy lehetséges ilizleti modell kialakitasanak

fontossagat veti fel a jovOre nézve (,,3.2.13.4. Jogi hattér szerkezete”).

2.7.21. Vezetési és vallalkozasi ismeretek

A Vezetési és vallalkozasi ismeretek” tantargy a projekt fejlesztési
megkozelitéséhez kapcsolodik. A rendszer fejlesztése az Minimalisan életképes termék
(Minimum Viable Product - a tovabbiakban: MVP) elvét kovette (kezdetben Excel alapu
kiértékelés, majd prototipus fejlesztése), amelyet iterativ moédon, a mért eredmények
alapjan lehet tovabb skalazni (,3.2.13. Jovdbeli fejlesztési iranyok”). A projekt
megvaldsitasa soran fontos szempont volt a prioritaskezelés, a kockazatkezelés (koltség,
id6, min6ség) és az eredmények érthetd kommunikacidja, példaul egyszer( tizleti
mutatdk (koltség/helyes valasz) segitségével, amelyeket az ,3.3. Kismintas tesztelés” és a

,4.Vita” fejezetek érintenek.

2.7.22. Innovativ informacios és kommunikacios technologiak az
IT-biztonsag kapcsan

Ez a tantargy ravilagit azokra a modern eszkozdkre, amelyeket a rendszer
biztonsaganak novelésére lehetne hasznalni a jovében. Ilyen a titkositott API-kapcsolat
(HTTPS), a biztonsagos secret-kezelés, a napldzas és riasztas (,3.2.12. Napldzas és

adatvédelem”), valamint olyan Ujabb technikak, mint a rate-limit, az anomaly detection

37.



(szokatlan API-hivasok kisziirése) vagy a kulcsrotacio (,3.2.11. A jelenlegi megoldas
biztonsagi korlatai”). A cél a szolgaltatas biztonsaganak fenntartasa a rendszer fejlédése

és skalazddasa soran.

2.7.23. IT-biztonsagi fejlesztések mindség- és

projektmenedzsmentje

A projekt fejlesztése soran - bar nem formalis keretek kozott - torekedtem a
biztonsagos Szoftverfejlesztési életciklus (Software Development Lifecycle - a
tovabbiakban: SDLC) alapelveinek kovetésére: a kovetelmények meghatarozasatdl (,,3.1.
Kovetelmények és Use-case”) a tervezésen (,,3.2. Rendszerfelépités és implementacio”) és
fejlesztésen at a tesztelésig (,,3.3. Kismintas tesztelés”). A mindség biztositasat a kod
attekinthetdsége (,3.2.8. Nevezéktani konvencidk”), a tesztelési logika (,3.2.7. Batch
Runner modul..”) és az alapvetd§ biztonsagi megfontolasok (,3.2.10. Biztonsag...”)
jelentették. A projektet a prioritasok és a kockazatok (pl. koltségkeret tullépése, API

hibak) figyelembevétele vezérelte.

2.7.24. Mesterseéges intelligenciak az IT-biztonsag tertletén

Bar az AiFusion jelenleg nem alkalmaz MI-t 6nmaga biztonsaganak novelésére, ez a
tantargy ramutat a jovObeli lehetdségekre. Gépi tanulassal lehetne anomaliakat észlelni a
rendszer hasznalataban (pl. szokatlan API-hivasok, koltség-tiiskék a naplok alapjan -
,3.2.12. Naplézas és adatvédelem”). Erdekes lehetéség, hogy az AiFusion Kollaborativ
modellje akar a biztonsagi események verifikalasara is hasznalhatd lenne: ha tébb (akar
biztonsagi fokuszu) modell elemez egy logot vagy haldzati forgalmat, az eredmények

osszevetése csokkenthetné a téves riasztasok (false positive) szamat.

2.7.25. Tudasmenedzsment az IT-biztonsag tertiletén

Ez a tantargy arra 6sztondz, hogy a rendszer miikddése soran gyiijtott adatokat
(logok, futasi eredmények - ,3.2.12. Naplézas és adatvédelem.”, ,3.3.5. A kimeneti
eredmények tarolas, kiértékelése”) ne csak taroljuk, hanem tudasbazisként hasznaljuk. A
tapasztalatokbol (pl. melyik modell hajlamos hibazni, milyen promptok miikédnek

jol/rosszul) lesziirt szabalyok és best practice-ek visszacsatolhatok a rendszerbe (pl. a
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promptok finomitasaval, a bir6 modell utasitasainak pontositasaval -,3.2.13.1. Mikodési

logikak kibdvitése”), igy a rendszer idével hatékonyabba és megbizhatobba valhat.

2.8. A szakirodalmi hattér 6sszegzése

Osszességében az AiFusion architektira a 2.1-2.7 alfejezetekben ismertetett
elméleti fogalmak integralt alkalmazasa: hasznalja a LLM-ek bels6 embedding-alapu
tudasat, a tokenizacios és generaldsi mechanizmusokra épit, szabalyozhat6 kreativitasi
szintet enged (pl. a parhuzamos modellek eltéré temperature értékei révén), és az
ensemble megkozelitést egy biré modell formajaban valositja meg. Célja, hogy a kollektiv
Al-vdlaszadds révén mérsékelje az egyes modellek korlatait (hallucinacio, bias), és jobb
mindéségii, megbizhatébb valaszt adjon a felhasznaloknak, mintha barmely egy

modellre hagyatkozna.
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3. Sajat fejlesztés

Ebben a fejezetben az AiFusion platform sajat fejlesztésii megoldasat mutatom be,
kiindulva a rendszerrel szemben tamasztott kovetelményekbdl és egy tipikus
felhasznalasi forgatékonyvbdl. Ezek adjak a késdbbi architekturalis és implementacids

dontések értelmezési keretét.

3.1. Kovetelmények és Use-case

Ebben a fejezetben bemutatom az AiFusion platform legfontosabb kdvetelményeit,
valamint ismertetek egy tipikus use-case forgatokonyvet, amely szemlélteti a rendszer
miikodését a gyakorlatban. A kovetelmények kozott szerepelnek a f6bb funkcionalis
elvarasok - igy tobb nagy nyelvi modell egyidejli hasznalata és integracioja -, tovabba
biztonsagi és felhasznaloi interfészre vonatkozé igények, valamint a rendszer egyedi,
kutatast tamogatd funkcidi. Ezt kovetden egy jellemz6 felhasznalasi eset leirasa
kovetkezik, amely 1épésrol 1épésre bemutatja, hogyan zajlik egy kérdés megvalaszolasa az

AiFusion segitségével.

3.1.1. Rendszerkovetelmények

Arendszerkovetelmények részletes bemutatasa soran el§szor azokra a funkcionalis
elvarasokra térek ki, amelyek a tobb nagy nyelvi modell egyidejii bevonasara és a kollektiv

valaszadas megvaldsitasara vonatkoznak.

3.1.1.1. T6bb modell egyidejii bevonasa

Alapvetd funkcionalis kovetelmény, hogy a rendszer egy felhasznaloi kérdés
megvalaszolasahoz egyszerre tobb kiilonb6zd nagy nyelvi modellt (LLM) tudjon igénybe
venni, majd az eredményeket egyesitse. Ennek érdekében sziikséges egy biré komponens
alkalmazasa, amely értékeli a parhuzamosan futé modellek valaszait, és kivalasztja vagy
Osszevonja a legjobb elemeket egy végsé valaszba. Ez a kollektiv Al-valaszadas
koncepcidja, amelyt6l jobb mindségli és megbizhatobb eredményeket remélek. (A
megoldas lényege tehat egy master-slave modellstruktiura alkalmazasa: tobb modell
general valaszokat, egy magasabb szintli “biré” modell pedig eldonti, melyik legyen a

végsd output.)
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3.1.1.2. Integracié kiilonb6zd Al szolgaltatokkal

W4

interfészen keresztiil. Jelenlegi prototipusban elvaras volt, hogy az OpenAl ChatGPT, az
Anthropic Claude, a DeepSeek és a Google Gemini API egyarant elérhet6 legyen a
rendszeren keresztiil. A kiilonb6z6 szolgaltatok illesztését modularis mdédon, egységes
feliileten keresztil kell megoldani, hogy a kliensoldali hasznalat a modelltdl fiiggetlen
maradjon. Ez biztositja a rendszer bovithetdségét is - 1j modellek viszonylag kis
raforditassal hozzaadhaték a jovében, amennyiben az egységes interfészen keresztiil

kovetik a meglévd adapterek mintajat.
Biztonsag és jogosultsagkezelés

Kovetelmény egy egyszer(, de hatékony token alapu autentikaciés mechanizmus
bevezetése a rendszer illetéktelen hasznalatanak megakadalyozasara. Ennek biztositania
kell, hogy kizardlag a jogosult (a megfelel6 tokennel rendelkezd) felhasznalok
férhessenek hozza az API végpontokhoz. A megvalositas technikai részleteit, beleértve a

token generalasat és ellendrzését, a ,3.2.10. Biztonsag és kulcskezelés” fejezet targyalja.

3.1.1.3. Erdforras- és koltségfeliigyelet

Mivel a kiils6 Al szolgaltatasok hasznalata koltséges (altalaban token-alapu
dijszabassal), a rendszernek figyelemmel kell kisérnie a lekérdezések er6forrasigényét és
becsiilt koltségét. Kovetelmény, hogy minden egyes API valasz esetén rogzitésre kertiljon
a felhasznalt tokenek szama (beviteli, kimeneti és 6sszesen), igy elemezhetd a hasznalat
koltsége és hatékonysaga. Célszerii tovabba lehetdséget biztositani bizonyos koltségkeret
vagy kvota beadllitasara, és figyelmeztetést adni, ha egy felhasznalé adott iddszakban
tullépi a meghatarozott keretet. Ezzel garantalhat6, hogy a rendszer hasznalata anyagi
szempontbdl kontrollalhaté maradjon, ami kiilondsen fontos lehet, ha a szolgaltatast
hosszabb tavon, online formaban iizemeltetik. (Megjegyzendd, hogy a jelenlegi
implementacioban nincs még automatikus korlat vagy leallit6 mechanizmus beépitve - a
token felhasznalasi adatok gy(jtése azonban az els 1épés egy kés6bbi monitorozé

modulhoz.)
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3.1.1.4. Felhasznalgi felilet és UX kovetelmények

A Kkliensoldali alkalmazasnak attekinthetd, kénnyen hasznalhaté feliiletet kell
nyUjtania. A felhasznalé szamara lehetdvé kell tenni a lekérdezés paramétereinek
testreszabasat, tobbek kozott: a hasznalandd Al modellek kivalasztasat (pl. legordiilé
listabol ChatGPT, Claude, stb.), a generalt valasz hosszat és stilusat befolyasolo
paraméterek beallitasat (mint a maximalis token-szam, kreativitas/temperature érték),
illetve opcionalis modositok megadasat a kéréshez (pl. “Answer shortly” a révidebb
valaszért). Fontos tovabba, hogy a parhuzamosan futé modellek valaszai egymas mellé
allithatéan Osszehasonlithaték legyenek a feliileten - az alkalmazas jelenlegi valtozata
lehetdve teszi, hogy a felhasznal6o egy nézetben lassa az 0Osszes kapott valaszt,
megkonnyitve ezzel az eredmények 6sszevetését. A kezel6feliiletnek reszponzivnak kell
lennie (kilonb6z6 eszkézokon, pl. laptopon és mobileszkézon egyarant megfelel6en
miikodjon), és a visszajelzések alapjan érdemes vizualis segitséget nyujtani az eltérések
kiemelésére a modellek valaszai kozott (pl. kiemelni a kiilonbségeket szinnel vagy
formazassal). Ezek a felhasznal6i élmény (User Experience - a tovabbiakban: UX) -
szempontok novelik a felhasznaldi élményt és a rendszer atlathatdsagat, és mar a tervezés
soran figyelembe lettek véve (bar bizonyos elemek - pl. eltérések kiemelése - még tovabbi

fejlesztést igényelnek a prototipusban).

3.1.1.5. Kutatastdmogato6 funkcid, a batch feldolgozas

Alapvetd kovetelmény volt, hogy a rendszer tamogassa a tomeges lekérdezések
automatizalt futtatasat is, kisérleti vagy elemzési célokbdl. Ez lehet6vé teszi nagyszamu
kérdés szisztematikus végrehajtasat kiilonb6zd konfiguraciok mellett, ami
elengedhetetlen a modellek teljesitményének tudomanyos igényl kiértékeléséhez. A

funkcié részletes megvalositasat a ,3.2.7. Batch Runner modul” fejezet ismerteti.

3.1.2. Use-case, vagyis Felhasznalasi eset

Use-case forgatokonyv - Kérdés megvalaszolasa tobb modellel: Egy tipikus
hasznalati esetben a felhasznal6 eldszor bejelentkezik a webalkalmazasba (a demo
rendszerben fix teszt felhasznalonév/jelszd6 parossal). Sikeres autentikacié utan a
felhasznal6 a lekérdezési feliileten beir egy kérdést a rendszerbe. Itt lehet6sége van

kivalasztani, hogy mely AI modelleket vegye igénybe a valaszadashoz - példaul
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kivalaszthatja, hogy a kérdést egyszerre kiildje el ChatGPT-nek, Claude-nak és
DeepSeek-nek - tovabba beallithatja a valaszt befolyasol6 paramétereket, mint a
maximalisan felhasznalhaté tokenek szama, a valasz kreativitasa (temperature érték),
illetve egyéb opciok (pl. “Answer shortly” a rovid valaszért, “Answer randomly” a
véletlenszer(bb stilusért). Miutan a felhasznal6 konfiguralta a kérést, a ,Kiildés” gombra

kattintva elinditja a folyamatot.

A kérdés elkiildése utan a hattérrendszer el6szor autentikaciot végez a megadott
API token alapjan. A lekérdezés csak akkor folytatodik, ha a felhasznalé altal megadott
Bearer token érvényes, ellenkezd esetben a backend hibatizenetet kiild és a folyamat
megszakad. (A prototipusban a felhasznal6 a bejelentkezés utan egy kiilon mezdben adja
meg a szerver konzoljan el6zdleg generalt token értékét. Ha ez hianyzik vagy hibas, a
szerver 401-es hibaval azonnal visszautasitja a kérést - biztositva, hogy csak jogosult
felhasznal6 indithasson lekérdezést a tovabbiakban. Amennyiben a token rendben van, a
backend parhuzamos API-hivasokat indit a kivalasztott modellek felé. Technikailag a
rendszer egyszerre kiildi ki ugyanazt a kérdést az 6sszes megjelolt LLM-nek, kihasznalva
a parhuzamositas adta sebességelonyt. Ennek eredményeként mindegyik modell

megkezdi a valasz generalasat a sajat kornyezetében.

Miutan a kiilon futé Al modellek egyedi valaszai beérkeznek a szerverhez, az
AiFusion rendszer egy kiilon bir6 modellhez fordul. A biré modell bemenetétiil szolgal az
eredeti kérdés, valamint az 6sszes begyiijtott valasz, méghozza egy specialis prompt
formajaban dsszeallitva. Ez a prompt tartalmazza a kérdést és példaul felsorolasszertien
a modellvalaszokat, és utasitast ad a bird szerepii Al-nak, hogy dontson vagy készitsen
osszefoglalo valaszt. A biré Al a kapott informaciok alapjan kiértékeli a valaszokat:
kivalasztja kozilik a legjobbnak itélt valaszt, vagy pedig (a koncepcié szerint) tobb
valaszbol konszolidaltan 6sszeallit egy tjat. A jelenlegi implementacid prototipusaban
a bir6 logika egyszertien kivalasztja a szamara legoptimalisabb valaszt és azt adja vissza,
de elviekben megvan a lehetdség arra is, hogy a bir6 dsszefésiilje a tobb modellt6l érkezd
informaciokat egy kombinalt valaszba. Miutan a biré modell meghozta a dontést és eldallt

a végso valasszal, ez a konszolidalt eredmény visszajut a frontendhez.

Az alkalmazas kliensfelliletén ezutdn megjelenik a végs6 valasz, amelyet a bir6
modell itélete alapjan valasztott ki a rendszer. A feliilet a use-case forgatokonyv szerint

lehetdséget ad arra is, hogy a felhasznalé megtekintse az egyes modellek valaszait kiilon
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(példaul egy masik nézetben egymas alatt felsorolva), igy atlathatova valik, melyik modell
milyen valaszt adott, és koziilik melyiket (vagy mely részeket) emelte ki a bir6
komponens. (A jelenlegi prototipusban az 6sszes valasz megtekintése egy k6zos nézetben
valésul meg, és az eltérések vizualis kiemelése még fejlesztés alatt all, de a tervezett
funkcié szerint a lényeges kiilonbségek késdbb jol lathatoan jeldlhetdk lesznek.) A
felhasznal6 a valaszt attekintve donthet ugy, hogy modosit bizonyos beallitasokon -
példaul noveli a kreativitds paraméter értékeét, vagy kicseréli az egyik hasznalt modellt
egy masikra - és ujra futtatja a lekérdezést a jobb eredmény reményében. Ily moédon a
rendszer interaktiv, iterativ folyamatot biztosit: a felhasznal6 kisérletezhet a kiilonb6z6
modellekkel és beallitasokkal, ami hozzajarul a jobb végeredmény eléréséhez és egyben

noveli a felhasznal4i élményt.
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3.2. Rendszerfelépités és implementacio

Ebben a fejezetben bemutatom az AiFusion platform architekturajat és
megvalodsitasat. Ismertetem a master-slave-judge modelld felépitést, a komponensek
(backend és frontend) egylittmiikodését és az adatok aramlasat a rendszeren beliil.
Részletesen kitérek a backend és frontend implementaci6 f6bb elemeire - beleértve az
osztalyokat, modulokat és azok szerepét -, valamint bemutatom a batch-runner nevi
modul miikodését, amely a rendszer tesztelését és a valaszok kiértékelését segiti. Végiil
osszefoglalom a projekt soran alkalmazott nevezéktani konvencidkat a kod

olvashatosaganak és karbantarthatésaganak érdekében.

3.2.1. A platform elnevezése, logd, domain, védjegy

Minden vizidm kezdeti szakaszdban fontos szempont a név kitalalasa és a logd
megtervezése. A név-logd paros egyfajta konténerként szolgal gondolataimnak, segitve

azok rendszerezését.

A platform nevét rovid, par napig tarté gondolkodast kovetden ,megtalaltam”.
Fontosnak tartom kiemelni, hogy a névvalasztasnal soha nem hasznalok gépi segitséget,
igy jelen esetben sem hasznaltam. A névnek tisztan gondolati alapon kell ,keletkeznie”,

mert tapasztalatom szerint ilyenkor tudok vele a legnagyobb mértékben azonosulni.

Alog6 megtervezéséhez mar az OpenAl Dall-E rendszerét hasznaltam. Az eredetileg

létrehozott logét Photoshop segitségével mddositottam (vo. 1. dbra).

Al FUSION

1. dbra: Az AiFusion platform eredeti generdlt logédja (b) és
a modositott, végsé varidns (j)
Forrds: chatgpt.com / sajat szerkesztés
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A platform nevének megfeleld ,aifusion.hu” domain megvasarlasra kertilt, jelenleg

nincs tartalom a domain mogott.

A logét érdemes ellatni védjegyoltalommal. Részletekért lasd: ,1.5.4 Koltség- és

teljesitményelemzés”.

3.2.2. Fejleszt6i kornyezet

Ebben az alfejezetben réviden bemutatom a fejlesztés soran hasznalt eszkozoket.

3.2.2.1. Ubuntu Server

A rendszer fejlesztését egy kilon az AiFusion-nek fenntartott Lenovo X280
laptopon, Windows 11 alatt futé VirtualBoxban futtatott VM-ben, Ubuntu Server op.
rendszer alatt kezdtem el. A Python kddokat el§szor egyszerii szovegszerkeszt6ben irtam.
A fejlesztés ebben a kornyezetben megterhel6 és improduktiv volt. Sokszor egyhuzamban
csak 15-30 percet tudtam foglalkozni a fejlesztéssel és a rendszerinditasok és leallitasok
minden egyes alkalommal sziikséges elvégzése sulyos perceket vett el a sziikos
idokeretembdl. Ezen feliill a VM futtatasa miatt a laptop akkumulatoros tizemideje is

gyenge volt (maximum 2-3 6ra).

3.2.2.2. macOS

A fejlesztés durvan 1/3-anal vasaroltam kiilon a projekt fejlesztésének céljara egy
MacBook Air M1 laptopot, amelyen mar lényeges komfortosabb kérnyezetben tudtam a
munkamat elvégezni. A Python kédokat az Ubuntu Serverrel azonos moédon, terminalban
tudtam futtatni, a kodolast kényelmesen, Visual Studio Code-ban folytattam. A
hatékonysagom jelent6sen ndétt, ugyanis a képernyd le- és felhajtasaval kivalthato lett a
teljes rendszerinditasi és leallitasi protokoll, a munkamhoz azonnal vissza tudtam térni
és azt azonnal abba tudtam hagyni, igy akar a par perces holtidéimben is vissza tudtam
térni a fejlesztéshez. Az MacBook akkumulatoros lizemideje a fejlesztési terhelés mellett

10+ Ora.

3.2.3. Architektura attekintése, a Master-Slave-Judge modell

Az AiFusion platform jelenlegi architekturaja a 2.6 fejezetben részletezett master-

slave-judge elvet koveti, amely egyfajta ,forditott piramis” strukturat eredményez: az
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also szinten tobb kiilénallé modell dolgozik parhuzamosan, mig a csicson egyetlen modell
hoz dontést a legjobb valasz kivalasztasarol. Ennek koszonhet6en a végs6 output tobb
modell perspektivajat is figyelembe veszi, novelhetve a valasz megbizhatosagat és
mindségét. (Példaul egy lehetséges forgatokonyvben elsé koérben tobb kiilonb6z6 LLM
general valaszt, majd egy biré LLM ezek alapjan meghozza az itéletet.) A biré modell
tulajdonképpen egy meta-LLM, amely a tébbi modell valaszat 6sszesitve hoz dontést -
hasonléan ahhoz, mintha egy ember tobb szakért6 véleményét meghallgatva valasztana
ki a legjobb megoldast. Ez a tobblépcsés dontéshozd architektira tudomanyos
szempontbdl is érdekes, mert vizsgalhatd, hogy a bir6 modell mennyire tudja kisz{irni az
esetleges hibakat vagy ellentmondasokat a valaszok kozott, javitva a végeredmény

mindségeét.

3.2.4. Adataramlas és komponensek egytlttmiikodése

A felhasznal6 kérdése a webes frontend feliilleten vagy a kotegelt feladatok
futtatasara létrehozott Batch Runner alkalmazason keresztiil jut el a backend szerverhez,
amely a kérést parhuzamosan tovabbitja az 6sszes kivalasztott Al modell API-jahoz (kiils6
szolgaltatokhoz). A kiilonb6zd modellektdl kapott eredményekbdl végiil a rendszer egy
egyesitett valaszt allit el6 egy birodi logika segitségével. A jelenlegi implementacidéban ez
az 0sszevonas a frontenden torténik: a kliensoldali alkalmazas megvarja, amig az els6
korben beérkeznek a parhuzamos modellvalaszok, majd ezeket egy 4j promptba foglalva
kiildi el egy kivalasztott biré modellnek értékelésre. igy a backend szempontjabél minden
részfeladat kiilon API-hivasként valésul meg, de a felhasznaldo egy 0Osszefliggd
folyamatként érzékeli, hogy a kérdésére tobb modell egyiitt ad valaszt, egy utdlagos biroi
dontéssel kiegészitve. Az architektira harom f6 komponense tehat a backend
(szerveroldal), a webes frontend (kliensoldal) és a kotegelt feladatok automatizalt
futtatasara szakosodott Batch Runner, melyek szorosan egyilittmiikodve valdsitjak meg a

fent leirt folyamatot.

Az architektirat egy attekintd diagram is szemlélteti (vo. 5. Abra), amelyen lathat6
a frontend és a backend kapcsolata, a backend komponensei (Flask alapu API-szerver,
Allnterface osztaly, adapter modulok), valamint a kiilsd Al szolgaltatasok. Az abran nyilak
jelzik a kérés-valasz folyamat iranyat a rendszerben (frontend — backend - kiils6 API -

backend — frontend). Ezzel a felépitéssel a rendszer biztositja, hogy a felhasznaloi
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kérdések megvalaszolasa tobb modell egyiittes eredményére épiiljon, névelve a valaszok
hitelességét, mikozben a folyamat a felhasznal6 szamara egységes élményként jelenik

meg.

3.2.5. Backend architektura

A backend egy Python nyelven irt, Flask (egy Python alapi web keretrendszer)
keretrendszerben futtatott program. Ez a szerveroldali komponens fogadja a kliens
(frontend) HTTP (Hypertext Transfer Protocol) kéréseit, hitelesités utadn tovabbitja
azokat a megfeleld Al szolgaltatonak, majd az eredményt visszaadja a kliensnek
tdmogatja - beépitésre kertilt az OpenAl ChatGPT, az Anthropic Claude, a DeepSeek és a
Google Gemini APl is -, és ezeket egységes modon, egy koztes interfészen keresztiil kezeli.

A kliens szamara igy az API hasznalata egységes marad a valasztott modelltdl fliggetlentil.

3.2.5.1. Modulstruktira és adapterek

A backend kéd felépitése modularis. A f6 futtathaté modul az aifusion_backend.py
(vo. 2. abra), amely elinditja a Flask szervert (fejlesztés kozben jellemzden a
127.0.0.1:5005 cimen fut, hogy ne iitk6zzon mas webszolgaltatassal). Az
aifusion_backend.py hivasi paraméterei az 1. tablazatban, a kotelezé6 HTTP-fejlécmezdk a

2. tdblazatban talalhatdk.

Paraméter |, Alapértelmezett .
Tipus L Leiras
neve érték

A felhasznal6 promptja, vagyis a kérdés / utasitas,

message str g,
amelyet a modellnek kiildiink.

ai_model str "ChatGPT" A valasztott szo_lg.altato neve: ChatGPT, Claude,
DeepSeek, Gemini.

B B A konkrét modell neve az adott szolgaltaton beliil (pl.

model str gpt-4o ..
gpt-40-mini, claude-3-sonnet).

max_tokens it 1024 A valaszban ?n,gedelyezett maximalis
tokenmennyiség.

temperature float |07 A,kreat1V1ta,51 §21nt, amely befolyasolja a valasz
valtozatossagat.

1. tabldzat: Az aifusion_backend.py bemeneti paraméterei
Forrds: sajat tabldzat
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Fejléc H Példa érték H Leiras

A biztonsagi token, amely igazolja,

Authorization Bearer 79¢3914f09c83cccc5b89dffec hogy a kliens jogosult a kérés
kuldésére.
Content-Type Happlication/json ‘A kérés formatuma (mindig JSON). ‘

2. tdblazat: Az aifusion_backend.py kételezo HTTP-fejlécmezii
Forrds: sajat tabldzat

5

(.venv) kovacsbalint@MacBookAir aifusion-backend % python aifusion backend.py
2025-10-20 22:49:16 INFO chatgpt module [rid=- path=-] ChatGPT client initialized
2025-10-20 22:49:16 INFO claude module [rid=- path=-] Claude client initialized
2025-10-20 22:49:16 INFO deepseek module [rid=- path=-] DeepSeek client initialized
2025-10-20 22:49:16 INFO gemini module [rid=- path=-] Gemini client initialized
2025-10-20 22:49:16 INFO ai interface [rid=- path=-] AIInterface initialized

* Serving Flask app 'aifusion backend'

* Debug mode: on
2025-10-20 22:49:16 INFO werkzeug [rid=- path=-]

* Running on all addresses (0.0.0.0)
* Running on http://127.0.0.1:5005

* Running on http://192.168.1.106:5005
2025-10-20 22:49:16 INFO werkzeug [rid=- path=-] Press CTRL+C to quit
2025-10-20 22:49:16 INFO werkzeug [rid=- path=-] * Restarting with stat
2025-10-20 22:49:16 INFO chatgpt module [rid=- path=-] ChatGPT client initialized
2025-10-20 22:49:16 INFO claude module [rid=- path=-] Claude client initialized
2025-10-20 22:49:16 INFO deepseek module [rid=- path=-] DeepSeek client initialized
2025-10-20 22:49:16 INFO gemini module [rid=- path=-] Gemini client initialized
2025-10-20 22:49:16 INFO ai interface [rid=- path=-] AIInterface initialized
2025-10-20 22:49:16 WARNING werkzeug [rid=- path=-] * Debugger is active!
2025-10-20 22:49:16 INFO werkzeug [rid=- path=-] * Debugger PIN: 407-222-044

2. dbra: Példa a backend szolgdltatds inditdsdra
Forrds: sajdt dbra

A backend magjat az Allnterface osztaly adja (definialva az ai_interface.py fajlban),
amely a kiilonb6zd Al modellek elérését egységesiti. Az Allnterface a konstruktoraban
példanyositja a négy tamogatott modellkliens osztalyt (ChatGPTModule, ClaudeModule,
DeepSeekModule, GeminiModule), amennyiben rendelkezésre allnak a sziikséges API

kulcsaik az adott szolgaltatékhoz. A 3. abra szemlélteti az ai_interface modul hasznalatat.
from ai_interface import Allnterface

iface = Allnterface(

iChatGptApiKey_str="...",

iClaudeApiKey_str="...",

non

iDeepseekApiKey_str="...",

iGeminiApiKey_str="...

)

res = iface.funGetResponseFromChatGPT_dict("Hello!", "gpt-40",

3. dbra: Példa az ai_interface importdldsdra és futtatdsdra
Forrds: sajdt dbra
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Minden egyes kiils6 modellhez tartozik egy adapter modul (pl. chatgpt_module.py,
claude_module.py, stb.), amelyek egy egységes metodust (példaul def getResponse_str())
valésitanak meg a valasz lekérdezésére. Ez az adapterréteg elrejti a kiilonb6z6 API-
hivasok részleteit - példaul a ChatGPT, a DeepSeek és a Gemini modulok az OpenAl
Python SDK-jat (Software Development Kit) hasznaljak a hivasokhoz, mig a Claude
modul az Anthropic Claude SDK-javal hivja az Anthropic API-t - és minden modul a
valaszbol egységes, strukturalt adatot ad vissza (pl. response_text, token statisztikak,
hasznalt modell neve, befejezés oka), hogy a fels6bb rétegek egységes formatumban
dolgozhassak fel. Az Allnterface igy magas szintll interfészt nyujt a backend tébbi része
szamara: a komponens expozicion keresztiil elérhetdk példaul olyan metédusok, mint
getResponseFromChatGPT(), getResponseFromClaude() stb., amelyek belsdleg a
megfelel6 adapter objektum getResponse_str fliggvényét hivjak meg. Ennek
koszonhetden a Flask végpontok kddja nem tartalmaz modell-specifikus logikat, csak
annyit tesz, hogy a kérést tovabbitja a kivalasztott modell felé az egységes interfészen at.
A kiilonb6z6 modellek eredményei egységes formaban jelennek meg, mivel az adapter
modulok standardizaltan adnak vissza minden fontos informaciot (a generalt szoveget
és metaadatokat, pl. token felhasznalas, modell neve, befejezés oka). Ez a rétegzett

megoldas atlathatéva teszi a kddot és megkonnyiti a karbantartasat.

3.2.5.2. API végpontok és hitelesités

A Flask alapu webszerver két f6 API végpontot kinal a kliens szamara. Az /api/ai
végpont (POST metodussal) szolgal a tényleges Al lekérdezések kiszolgalasara: ide kiildi
a frontend a felhasznal6 kérdését és a beallitott paramétereket JSON formatumban, pl. az
Al szolgaltato tipusat (ai_model), a konkrét modell nevét (model), a maximalisan
felhasznalhato tokenek szamat (max_tokens), a kreativitasi szintet (temperature), sth. A
backend ezen végpontja a kérés feldolgozasa utan JSON formatumban adja vissza a
generalt valaszt és a kapcsolddé metaadatokat (pl. token szamok, valaszid6). A masik
végpont a /api/test (GET), amely egy egyszerii egészség-ellen6rzd (health check) funkcio:
hitelesités utan egy rovid lizenetet ad vissza ("API is working correctly"), jelezve, hogy a
szolgaltatas elérhet6 és megfelel6en miikddik. Minden érzékeny végpont - igy kiillondsen
az /api/ai - megkoveteli érvényes Bearer token megadasat az Authorization fejlécben a
hivas soran (a prototipusban egy globalis statikus token hasznalatos a védelemhez, lasd

Biztonsag alfejezet). A végpontok miikodésének logikaja roviden tehat a kovetkezd: az
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/api/ai kérés beérkezésekor a backend ellen6rzi a hozzaférési tokent, majd a kapott
paraméterek alapjan kivalasztja, melyik Al modult kell meghivni. Ezt az Allnterface
segitségével végzi: pl, ha az ai_model értéke "OpenAl", akkor a kéd meghivja az
Allnterface.getResponseFromChatGPT() metddust, ami végs6 soron a ChatGPT adapter
modulhoz iranyitja a lekérdezést Hasonloképpen, mas érték esetén a megfelel6 modulhoz
delegalodik a kérés (Anthropic esetén Claude, DeepSeek esetén a sajat modulja, stb.). Az

igy kapott valaszt (valamint a metaadatokat) a backend visszaadja a kliensnek HTTP

i Excel output  /

A

valaszként. A modulok kapcsolatat a 4. abra szemlélteti.

Y

json_to_excel.py >
/

batch_runner.py . JSON output //—b’
REACT GUI
/

/\

——k

affusion_backend.py (" logging_setup.py

ai_interface.py

chatgpt_module.py deepseek_module.px claude_module.py gemini_module.py

2. dbra: Az AiFusion rendszer felépitése, fObb szerkezeti elemei
Forrds: sajdt abra
A Flask végpont implementacioja tehat nem tartalmazza a kiilonb6zd szolgaltatok
sajatos kezelési logikajat - azt az adapter réteg végzi —, csak a kérések tovabbitasat és az
eredmények 0sszegyiijtését, formazasat. Ennek kdszonhetden az API konnyen bdvithetd
és karbantarthato, hiszen 4j modell integralasakor elegendd egy Uj adapter modult irni és

az ai_interface osztalyt kiegésziteni, a meglévé kddbazis minimalis médositasa mellett.
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3.2.6. Frontend architektura

Az AiFusion frontend egy egyoldalas webalkalmazas (Single Page Application) a

React keretrendszer felhasznalasaval, Vite build rendszerrel. Az 5. dbra szemlélteti a

Vite futtatasat.

[vite] hmr update

kovacsbalint@Kovacs-MacBook—-Air aifusion-frontend % npm run dev

> aifusion-frontend@0.0.0 dev
> vite

VITE v7.1.7

- http://localhost:5173/

3. dbra: Példa a frontend futtatdsdra
Forrds: sajdt dbra

A kliensoldali alkalmazas biztositja a felhasznaldi feliiletet a rendszerhez: itt
torténik a felhasznalé bejelentkezése, a lekérdezési

paraméterek megadasa, a kérdések elkiildése a

backend felé, valamint a kapott valaszok megjelenitése. %p
Al FUSION

A prototipusban egy egyszerli bejelentkezési
mechanizmus mikédik: a Login oldal (Login.jsx) =
ellendrzi a felhasznalonév/jelszé parost egy beépitett =

....... .‘
demo¢ felhasznalé (admin/admin123) ellenében (vo. 6. R
abra), és sikeres belépés esetén eltarol egy loggedIn pemo usersadmin  admintz3

flaget a bongész6 Local Storage-ében (az auth.js 4. dbra: A login modul

modulban) a session jelzésére. Forrds: sajat dbra
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Bejelentkezés utan a fémeni oldal (Menu.jsx) jelenik meg (v6. 7. abra), ahonnan

Main Menu

1LLM Test

3 LLM Test

3 LLM + Judge

5. dbra: Egyszerti menti
Forrds: Sajat abra

A felhasznalo6i feliilet (v6. 8.
paraméterezését. Példaul minden
tesztoldalon talalhatéo egy legordiilé
lista, amelybdl kivalaszthaté az Al
szolgaltaté és annak konkrét modellje
(ez a lista a backend altal tdmogatott
modellek neveit tartalmazza), egy
szambemeneti mez6 a maximalisan
felhasznalhat6  tokenek  szamanak
megadasara, egy szoveges mezd a
kreativitast befolyasolé temperature
érték allitasara, valamint opcionalis
jelolonégyzetek a valasz stilusanak
modositasahoz (pl. "Answer shortly" a
rovid valaszért, "Answer randomly" a

véletlenszerl fogalmazasért).

harom tesztmodd valaszthatd: 1 LLM Test, 3 LLM
Test és 3 LLM + Judge. Ezek kiilon React
komponensként vannak megvaldsitva - rendre a
OneLLM, ThreeLLM és ThreeLLM]Judge oldalak -,
melyek a meniib6l valasztva dinamikusan
toltddnek be. Mindegyik teszt nézet sajat (irlappal
és vezérldelemekkel rendelkezik a lekérdezés

futtatasahoz.

és 9. abra) lehet6vé teszi a lekérdezések

1LLM Test
Token
79¢3914f09c83cccc5b89dffecf19304d56ed4267ef024662b61f6291b3c064
Al Type Temperature Max tokens
ChatGPT v 0 5000
Model
gpt-40 v

Message

Hogyan ejtsiink le egy friss tojast a szildrd betonra ugy, hogy az ne toérjon ossze?

Randomize temperature

Answer shortly 7 203)

Run Test
Output
Response: Ejtsiik le a tojast nagyon évatosan, vagy hasznaljunk védéburkolatot, példaul
puha anyagot vagy ejtdernydt.
Runtime: 2.604s
Tokens (in/out/total): 44/38/82
Model used: gpt-40-2024-08-06
Finish reason: stop

Short mode: on
Effective temperature: @

6. dbra: Egy LLM lekérdezés
Forrds: sajat dbra
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Ezen beallitasok mind a felhasznal6 kezébe adjak a miikodés finomhangolasat és a
kisérletezést a modellekkel. (A jelol6négyzetek hatasa technikailag abban nyilvanul meg,
hogy a frontend a felhasznalé kéréséhez fliz egy instrukciot a kivalasztott opcioknak
megfeleléen - példaul, ha be van pipalva a "Valaszolj roviden" opci6, akkor a prompt

elejéhez hozzaad egy utasitast a tomor valaszadasra.

3 LLM + Judge
Token
Enter your API token
1. Al 2.Al 3.Al
Al Type Al Type Al Type
ChatGPT v Claude v Gemini v
Model Model Model

gpt-4o v claude-opus-4-1-20250805 v gemini-2.0-flash v

Temperature Max tokens Temperature Max tokens Temperature Max tokens

0 1000 0 1000 0 1000

Answer shortly Recursion Answer shortly Recursion Answer shortly Recursion

Your question

Type a question

Run 3 calls

Al 1response:
Al 2 response:

Al 3 response:

7. dbra: Hairom LLM pdrhuzamos lekérdezés
Forrds: sajdt abra

3.2.6.1. Kommunikacié a backenddel

A frontend és a backend kézott HTTP-alapi kommunikacié zajlik, JSON formatumu
adatokkal. Amikor a felhasznal6 elindit egy lekérdezést (pl. rakattint a "Kiildés" gombra),
a frontenden egy JavaScript objektum all 6ssze a kérés paramétereibdl - tartalmazza
tobbek kozott az ai_model (Al szolgaltatéd tipusa), a model (a konkrét modell neve), a
message (a felhasznalé kérdése), a max_tokens és temperature értékeket stb. Ezt
kovetben a kdd egy HTTP hivast indit a backend felé a Fetch API segitségével. A hivas a
helyi fejleszt6i szerveren futé végpontot éri el (http://127.0.0.1:5005/api/ai), és

tartalmazza a sziikséges fejlécet is az autentikaciéhoz: az Authorization fejlécben a
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felhasznal6 altal megadott Bearer tokent. Az 10. abra szemlélteti a frontend oldali hivas
logikajat JavaScript-ben:

= { ai_model, model, message, max_tokens, temperature };

fetch("http://127.0.0.1:5005 /api/ai",

{
”POST",

{ "Authorization": "Bearer " + token, "Content-Type": "application/json" },

JSON.stringify(payload)
)
.then(response => response.json())
.then(data => {

setOutput(data.response_text); // megjeleniti a kapott valaszt

1

8. dbra: Lekérdezés kiildése a backend /api/ai végpontra (egyszertisitett példa)
Forrds: sajdt dbra
A teljes frontend forraskod listdja és a komponensek implementacidja a

mellékletben talalhaté.

A backend JSON formatumu valaszt kiild vissza, amely tartalmazza a generalt
szoveges valaszt és kiegészitd metaadatokat. A frontend JavaScript kodja feldolgozza ezt
a JSON valaszt: kiemeli bel6le a response_text mez6t (és igény szerint egyéb adatokat, pl.
token statisztikat), majd megjeleniti a feliileten. A React komponensek allapotkezelését
(state) felhasznalva a kapott valasz bekeriil a komponens allapotaba, ami Gjrarenderelést
eredményez, igy a valasz szovege azonnal lathaté lesz a felhasznal6 szamara egy <pre>

vagy <div> elemben.

3.2.6.2. Parhuzamos lekérdezések és birdi logika

A 3 LLM Test nézet kddja annyiban kiilonbozik, hogy itt egyszerre harom
lekérdezést indit a frontend parhuzamosan. A program harom kiilénb6z6 konfiguraciés
objektumot készit el§ (harom kilon kivalasztott modell szamara), majd a JavaScript
Promise.all() metédusaval egyszerre kiildi el mindharom fetch kérést a backend felé.

Ezzel a megoldassal a harom valasz nagyjabol parhuzamosan érkezik meg, jelentGsen
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csokkentve a teljes valasziddt egyenkénti lekérdezéshez képest. A 3 LLM + Judge nézet
ennél egy fokkal dsszetettebb folyamatot valdsit meg. Ebben az tizemmoddban el&szor
hasonlé mddon parhuzamosan lefut harom slave modell lekérdezése (az aktualis
beallitastol fliggben), majd, amikor mindegyik modellvalasz beérkezett, a frontend egy Uj
uzenetet allit 6ssze. Ez az Gzenet tartalmazza az eredeti felhasznaloi kérdést, valamint
strukturalt formaban a kapott modellvalaszokat is (pl. felsorolva vagy idézve 6ket), és egy
masodik kdrben a program ezt az 0j promptot kiildi el egy kivalasztott biré modellnek egy
Ujabb /api/ai hivassal. A bir6 modellt6]l kapott valaszt tekintjik a végsd, egyesitett
eredménynek, amit a felhasznalé a feliileten 1at. Ezt a tobb-1épcsds folyamatot teljes
egészében a frontend orchestralja, azaz a kliensoldali kod feliigyeli a folyamat 1épéseit
(Promise-ok és callbackek segitségével). A backend szamara mindez csupan tobb egymast
kovetd API hivas sorozata - el6szor a parhuzamos slave lekérdezések, majd a bir6
lekérdezés -, de a felhasznal6 egyetlen 6sszefiiggd folyamatnak érzékeli a kérdésére adott

kollektiv valaszt.

(Megjegyzés: A prototipus jelenlegi Ul-megvalositasa egyszer(i, de miikod6képes. A
valaszok nyers szovegként jelennek meg egymas alatt. A rendszer azonban el6 van
készitve a kés6bbi Ul fejlesztésekre - pl. a kdd strukturalt felépitése lehetvé teszi a
komplexebb megjelenitést, mint tablazatos Osszehasonlitas vagy eltéréskiemelés a

modellek valaszai kézott.)

3.2.7. Batch Runner modul

Az AiFusion rendszer miikddésének tesztelését és a valaszok kiértékelését nemcsak
manualis probak segitik, hanem rendelkezésre all egy Batch Runner nevili eszkoz is a
tomeges automatikus futtatashoz. A batch-runner modul (a projekt batch-runner/
konyvtaraban) célja, hogy nagy mennyiségli kérdést tudjunk lefuttatni a rendszeren és az
eredményeket rogziteni tovabbi elemzéshez. Példaul egy CSV vagy Excel fajlban megadott
kérdéssorozat esetén a Batch Runner képes sorban végighivni az oOsszes kérdést a
kivalasztott modellekkel, majd a valaszokat automatikusan elmenti egy kimeneti J[SON
fajlba. Ez az eszkoz Python nyelven, parancssori szkript(ek) formajaban valdsul meg, és
konfiguralhaté paraméterekkel futtathat6. A batch_runner.py szkript futasakor egy futasi
azonositot vagy bemeneti fajlnevet var paraméterként, amely alapjan beolvassa a

kérdéseket, majd a futas soran egy, az azonositoval és id6bélyeggel ellatott JSON fajlban
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gytijti 6ssze a kapott eredményeket. [gy a tomeges tesztek kimenetei struktiiralt formaban
menthet6k, ami megkonnyiti azok elemzését és Osszehasonlitasat. A mentett
eredményfajl minden kérdéshez tartalmazza a generalt valaszt, valamint a kapcsol6do
metaadatokat (pl. tokenfelhasznalasi statisztikak, valaszidd, a hasznalt modell neve,
befejezés oka, esetleges hibatizenet), lehet6vé téve a valaszok kvantitativ kiértékelését és

a modellek 6sszehasonlitasat a kiilonb6z6 szempontok mentén.

A batch-runner modul bemeneti paraméterei:

e --input (kotelezd) - Bemeneti fajl elérési utja. Vesszdvel tagolt értékek (Comma-
Separated Values - a tovabbiakban: CSV) vagy Excel: .csv / xlsx / .xls.

o --token (kotelezd) - A Flask API-hoz sziikséges Bearer token.

o --api-url (alapértelmezés: http://127.0.0.1:5005/api/ai) - A Flask API végpontja.

e --config (opciondlis) - ]SON konfiguracios fajl utvonala; ha nincs megadva, a script
megprobalja a batch_config.default.json-t megtalalni (script konyvtar / aktualis
mappa), ellenkezd esetben beépitett defaultokat hasznal.

e --mode (alapértelmezés: collab) - Futasi mod: collab (3 valaszadé LLM + 1 judge)
vagy single (csak per-modell futasok). Mas érték hibat dob.

e --method (opciondlis, egész szam) - A judge prompt-modszer indexe (0/1/2).
Csak collab médban relevans; tartomanyon kiviil hiba.

e --question-col (opciondlis) - A kérdés oszlopnév feliilirasa (pl. question_text).

e --gt-col (opciondlis) - A helyes valasz / ground-truth oszlopnév feliilirasa (pl.
correct_answer).

e --options-col (opciondlis) - Az opciok/alternativak oszlopnév feliilirasa (pl.
options/choices).

e --qtype-col (opciondlis) - A kérdéstipus oszlopnév feliilirasa (pl. question_type).

e --sheet (opciondlis) - Excel munkalap indexe (0,1,...) vagy neve (pl. Sheetl). CSV
esetén ignoralva van.

e --status (alapértelmezés: normal) - Konzolos Kkiiras szintje: quiet | normal |
verbose.

e --log-file (opciondlis) - Ha megadjuk, ide is napl6z (append modban).

e --out-dir (opciondlis) - Kimeneti mappa; ha nincs megadva, az input fajl mappaja

lesz. A kimeneti fajlnév id6bélyegzett .json.
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e --tag (opciondlis) - Opcionalis cimke, amely bekeriil a kimeneti fajlnévbe (pl.

method?2).

A 11. abra egy kddrészletet mutat be a batch-runner folyamatabol, ahol a program
sorra hajtja végre a kérdéseket és gyiijti az eredményeket:

kovacsbalint@MacBookAir aifusion-backend % python3 /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/batch_runner.py \
--input /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Kérdéssorok/tmp.x1lsx \
--token 79¢3914f09c83cccc5b89dffecf19304d56ed42677ef024662b6176291b3c064 \
--api-url http://127.0.0.1:5005/api/ai \
--mode single \
--question-col question_text \
--gt-col correct_answer \
--sheet 0 \
--status verbose \
--out-dir /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs \
--tag single_run \

--config /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Konfigok/batch_config_1l11lm_single.json
/Users/kovac>balwmt/wararv Python/3.9/11ib/ pvthon site- packave /urllib3/__init__.py:35: NotOpenSSLWarning: urllib3 v2 only supports OpenSSL 1.1.1+,
currently the 'ssl' module is compiled with 'LibreSSL 2.8.3'. See: https://github.com/urllib3/urllib3/issues/3020

warnings.warn(
2025-10-20 ©09:51:08 INFO _ main__ Batch start
=== AiFusion Batch Runner ===
Mode : single
Input: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Kérdéssorok/tmp.x1lsx

API : http://127.0.0.1:5005/api/ai
Config source: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Konfigok/batch_config_1l1l1lm_single.json
Loaded 13 questions from /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Kérdéssorok/tmp.x1sx (columns: id, question_type, question_text

(ETA 00:13)
(ETA 00:09)
(ETA 00:07)
(ETA 00:06)
(ETA 00:06)
(ETA 00:05)
(ETA 00:04)
(ETA 00:03)
(ETA 00:02)
10/13] (ETA 00:02)
11/13] (ETA 00:01)
12/13] (ETA 00:00)
13/13] (ETA 00:00)
OK] Batch finished in 00:09. Results: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_095117__single_run.json

9. dbra: Kédrészlet: A batch_runner modul eredménygytijto ciklusa
Forrds: sajat dbra

Osszefoglalva, jelenleg nincs egy teljesen Kiépitett automatikus validacids
keretrendszer (pl. integracids tesztek vagy CI/CD pipeline) a projektben, de a Batch
Runner eszkdz nagy segitséget nyujt a valaszok mennyiségi kiértékelésében és
osszehasonlitasaban. A fejleszt6k manualis teszteket is végeznek a beépitett Ul nézeteken
keresztiil, azonban a Batch Runner altal biztositott automatikus tomeges futtatas lehet6vé
teszi a rendszer megbizhatdsaganak vizsgalatat jelent6sen nagyobb kérdésmennyiségen
is. (Megjegyzeés: A projekt forraskddja verziokovetés alatt all egy privat Git (elosztott
verziokezeld rendszer) repdban, de a commitokhoz kapcsolédd részletes tesztelési

jegyzetek vagy automatizalt futtatasok jelenleg nem dokumentaltak.)

3.2.8. Nevezéktani konvenciok

A kodolas soran kovetkezetes nevezéktani konvencidkat alkalmaztam annak
érdekében, hogy a forraskdd olvashato, karbantarthaté és 6nmagat dokumentalé legyen.

A régi, VB6-bdl eredd szokasaimbdl eredezik, hogy a kodrészletnek dnmagaban is
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értelmezhet6nek kell lennie, tehat a valtozé és fliggvényneveknek szélséségesen
beszédesnek kell lennitik, a kodrészlet olvasasat minél gordiilékenyebbé és gyorsabba
kell tenni. Ez a hozzaallas segiti a nagy tomegl kddok hatékony atlatasat és benntik a

hibakeresést.

3.2.9. A Python kodban alkalmazott nevezéktan

e Avaltozénevek végén tipusjel6l6 szuffixumot hasznalok (pl. _str, _int, _float, _bool,

_list, _dict, _val, stb.), példaul userName_str, retryCount_int.

“u:=n
1

e A fliggvények bemeneti paraméterei “i” el6tagot kapnak, a kimeneti (visszatérg)

“o_n

értékek pedig “o” el6tagot (pl. iUserName_str, oResponse_str).

e Afliggvénynevek ,fun” prefixszel kezdddnek, utana CamelCase alakban leirom a
funkcidt, és a végére kertil a visszatérési érték tipusanak szuffixuma - példaul

“funBuildPrompt_str” vagy “funMergeScores_dict”.

e Alogikai (bool) valtozok is/has/should kezdetili nevet kapnak és _bool végzddést,
pl. “isValid_bool”, “hasToken_bool”.

e Az osztalyok neve PascalCase formatumau (pl. AiFusionInterface). A konstansokat
nagybetls snake_case szintaxissal nevezziik el (sziikség esetén
tipusszuffixummal), pl. DEFAULT_PORT_INT. A modulfajlok neve kisbetiis
snake_case (pl. logging_setup.py).

3.2.10. Biztonsag és kulcskezelés

A rendszer biztonsagi architektirajanak kozponti eleme egy egyszerii token alapu
autentikacio. A backend szerver indulasakor general egy véletlenszerd, 64 karakter
hosszu hexadecimalis API_SECRET_KEY tokent, és kiirja ennek értékét a konzolra (ezt a
fejlesztd kimasolja és betolti a kliensoldali alkalmazasba teszteléskor). Minden beérkez6
API hivasnal a szerver ellendrzi az Authorization fejlécet: egy CheckAuth()
segédfiiggvény vizsgalja, hogy a header Bearer token formatumu-e, és megegyezik-e a
szerver altal ismert titkos kulccsal. Ha nem, a szerver HTTP 401 Unauthorized hibaval

visszautasitja a kérést, meggatolva ezzel az illetéktelen hozzaférést. Ez a megoldas
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egyszer(, de a prototipus szamara elegend6 védelmet nyujt: biztositja, hogy csak az férjen

hozza a rendszer API-jahoz, aki ismeri a szerver altal generalt titkos kulcsot.

A kiilsd Al szolgaltatékhoz tartozé API kulcsok kezelése szintén kritikus biztonsagi
kérdés. Jelenleg az OpenAl, Anthropic stb. API kulcsai a kod egy konfiguracids
szakaszaban, gyakorlatilag hardcode-olt mdédon vannak tarolva a backendben. Ez
nyilvanvaléan nem idealis megoldas biztonsagi szempontb6l. A szakdolgozat
dokumentacidja is kiemeli, hogy ezt a modszert csak a demé fazisban tartottam
elfogadhatonak; a késdbbi fejlesztések soran at kell térni a kulcsok biztonsagosabb
kezelésére. Ennek egyik modja a kulcsok egy kornyezeti valtozékat tartalmazd .env
fajlban torténd tarolasa, és annak kihagyasa a forraskédbdl (felvétele a .gitignore listaba).
A projektben ennek el6készitése részben mar megtortént: a Python oldalon fel van véve a
python-dotenv csomag a fligg6ségek kozé, és a repository konfiguracioban a .env fajl mar
ignoralva van. Altalanos elv, hogy nyilvanos kédtarhazban soha nem szabad titkos API
kulcsokat tarolni -a jelenlegi prototipus egy privat repoban késziilt, de egy éles
rendszerben mindenképp gondoskodni kell a kulcsok titkos kezelésérdl. A kulcskezelési
architektira része az is, hogy a frontenden egyaltalan nem tarolunk érzékeny API
kulcsokat - a front csak egy hozzaférési tokent kezel, azt is a felhasznal6 adja meg szamara

inditaskor, és a tényleges titkos API kulcsok csak a backend konfiguracioban léteznek.

3.2.11. A jelenlegi megoldas biztonsagi korlatai

Erdemes kitérni néhany tovabbi biztonsagi megfontolasra. Jelenleg minden szerver-
inditaskor Uj token generalodik, azonban ennek a tokennek nincs lejarati ideje vagy egyéb
érvényességi korlatja. A jovoben ajanlott lehet id6korlatos (expire) tokeneket bevezetni,
vagy - amennyiben a rendszer valédi felhasznalokezeléssel bdviil - felhasznalonként
egyedi tokeneket kezelni a finomabb jogosultsagkezelés érdekében. Tovabbi fontos 1épés
a biztonsagos hipertext atviteli protokoll (Hypertext Transfer Protocol Secure - a
tovabbiakban: HTTPS) hasznalata, ha a rendszert interneten keresztiil érjiik el: jelenleg
(fejlesztdi koérnyezetben, localhoston) a token nyilt szévegként utazik a halézaton, ami
helyben nem jelent veszélyt, de egy éles telepitésnél TLS (Transport Layer Security)
titkositassal kell védeni a kommunikacidt, hogy a token ne legyen lehallgathat6. Hosszabb
tavon felvetddik egy korszeriibb autentikaciés mechanizmus integralasa is - példaul JSON

web tokenek (JSON Web Token - a tovabbiakban: JWT) tokenek vagy OAuth2 alapu
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bejelentkezés -, kilonosen akkor, ha a szolgaltatast tobb felhasznaléval, publikus

formaban tervezem lUzemeltetni.

3.2.12. Naplo6zas és adatvédelem

Az architektura tervezésekor szempont volt, hogy érzékeny adatok ne keriiljenek
naplézasra. A backend napléi (logjai) jelenleg minimalis informaciét tartalmaznak -
indulaskor kiirjak a generalt titkos tokent, illetve a Flask keretrendszer alapvetd
kimenetei latszanak. A kdédban ugyanakkor megvannak a helyek tovabbi adatok
naplézasara (példaul egy lekérdezés azonositdja, feldolgozasi ideje, token felhasznalas
meértéke, a hasznalt modell neve stb.), de fontos, hogy sem a felhasznal6 altal kiildott
lizenet, sem az API kulcsok ne jelenjenek meg a logokban. Ezt a fejlesztés soran szem el6tt
tartottam: a szerver oldali logolas nem irja ki a prompt szévegét vagy a kulcsokat, a
kliensoldali fejleszt6i konzolon pedig bar lathat6 a fetch hivasok URL-je és headerje, a
és a konzol amugy is csak a fejlesztdé szamara érhetd el). A jovében érdemes lehet egy
Osszetettebb monitorozo és naplé-elemz6 megoldast bevezetni a rendszerhez - példaul
audit logokat, metrika-gyijtést és riasztasokat tartalmazé monitoring rendszert -, hogy a
hasznalatot és esetleges rendellenességeket nyomon lehessen kovetni anélkiil, hogy a

felhasznaloi adatok veszélybe keriilnének.

3.2.13.]Jovobeli fejlesztési iranyok

Az AiFusion platform prototipusa szamos tovabbfejlesztési lehetdséget vet fel,
amelyek a rendszer jovObeni kibOvitését és éles bevetésre alkalmassa tételét célozzak. Az

alabbiakban 6sszefoglalom a legfontosabb lehetséges fejlesztési iranyokat.

3.2.13.1. Mlik6dési logikak kibdvitése

A rendszer fejlesztése soran sok, elére nem latott lehet6ség felmertilt a platform
hasznosithatdsagaval kapcsolatban, pl. a platform alkalmas Al ranking feladatok
elvégzésére, hibabecslésekre. Adott tesztsorozat konnyen lefuttathatdé egy ujonnan
kiadott LLM esetében és a kapott végeredmény gyorsan illeszthetd kiértékelésre a mar
meglévo eredmények kozé. A tobb LLM altal generalt valaszokon moédszereit boviteni

lehetne. A jelenleg TOBB LLM + JUDGE modszer mellett szdmos dinamikusabb
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egyuttmiikodési lehet6séget lehetne implementalni (pl. a LLM-ek egymassal valo
vitatkozasa megadott koron keresztiil, majd kozos allaspont kikényszeritése és az

esetleges kiillonvélemény kezelése).

3.2.13.2. Felhaszndldi feliilet és UX fejlesztések

A jelenlegi frontend funkcionalitasa alapvetden demonstracios célokra késziilt, igy
szamos lehet6ség van a tovabbfejlesztésére. Javitani lehetne a megjelenést és a
hasznalhatdsagot: példaul a generalt valaszok jelenleg egyszeriien egymas alatt jelennek
meg, formazas nélkil - a jovében érdemesebb lenne a valaszokat attekinthet6bb
formaban prezentalni (akar tablazatosan vagy kiilon panelekben). A feliiletet
reszponzivva kell tenni, hogy mobil eszkézokon is megfeleléen hasznalhato legyen.
Emellett a jelenlegi statikus, egyfelhasznalos autentikaciot (fix demd login) le kell cserélni
egy valodi tobbfelhasznalds bejelentkezési rendszerre. Ez azt jelentené, hogy
regisztracios és bejelentkezési funkciokat kell bevezetni, felhasznalénként kilon
azonositéval és jogosultsagokkal. Igy minden felhasznalé sajat API tokent kaphatna, és a
token kezelését is automatizalhatna a rendszer (pl. bejelentkezéskor a szerver general egy
JWT tokent, amit a frontend tarol és hasznal minden kéréshez). Mindezt természetesen
biztonsagos modon, HTTPS-en keresztiil érdemes megvalodsitani, hogy a felhasznaloi
adatok és tokenek ne kertilhessenek illetéktelen kézbe. A jobb UX érdekében tovabba
érdemes olyan kényelmi funkciokat is bevezetni, mint a lekérdezés kozbeni
statuszkijelzés (pl. "Loading...” jelzés, amig a modellek valaszolnak) vagy a korabbi

kérdések és valaszok megjelenitése (esetleges jovibeni chat funkcio alapjaként).

3.2.13.3. Infrastruktura és skalazhat6sag

Ahhoz, hogy az AiFusion a prototipus fazisbél produkciés kérnyezetbe 1éphessen,
néhany infrastrukturalis fejlesztést is érdemes mérlegelni. Az alkalmazas
konténerizalasa (Docker haszndlataval) megkonnyitené a telepitést és a
hordozhat6sagot, hiszen a teljes stacket egy konténerbe zarva egyszeriibben futtathaté
kilonb6z6 kornyezetekben. A skalazhatosag érdekében szdéba johet a microservice
architektura iranyaba val6 elmozdulas is - azaz a frontend, a backend, s6t akar az egyes
adapterek vagy a biréi logika kiilon szolgaltatasként, skalazhaté médon futtatasa. Igy
nagyobb terhelés esetén a komponensek kiilon-kiilon skalazhatok lennének (pl. tobb

parhuzamos backend worker vagy kiilon microservice a bir6i dontésekhez).
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3.2.13.4. Jogi hattér szerkezete

Amennyiben a platform tovabbfejlesztésre keriil, célszerii lehet a rendszer logéjat
és nevét védjegyoltalommal ellatni. Korabbi tapasztalataim alapjan a védjegyre valo
hivatkozas megkonnyiti az esetleges jogvitak rendezését, vagy pl. téves Facebook tiltasok
kezelését. Tovabba a portfoliok keveredésének megakadalyozasa érdekében, a platform
kezelésére érdemes lehet 0©nallo céget bejegyezni akar Magyarorszagon, akar

Magyarorszagon kiviil.

Fontos a megfelel6 felhasznaléi licencek és szabalyzatok létrehozasa.
Tanulmanyozni kell, hogy a platform megfelel-e a hatalyos jogi kornyezetnek. A
megfelelés egyik fontos eleme, annak tisztazdsa, hogy az AiFusion platform
szolgaltataskozvetitoként van-e jelen a LLM szolgaltatok és a felhasznaldk, az AiFusion
platformon keresztiil végzett interakci6jaban. Véleményem szerint a rendszer jogi
statuszat illetéen fontos megjegyezni, hogy az AiFusion a jelenlegi prototipus-terv alapjan
nem mindsil a ,2001. évi CVIIL térvény (Eker. tv.)” szerinti ,kézvetito szolgdltatonak”
(Wolters Kluwer, 2001). Bar a rendszer végez adattovabbitast a felhasznal6 és a kiilsg
LLM szolgaltatok (pl. OpenAl, Google) kozott, nem passziv kozvetit6ként miikodik. A
platform aktiv, hozzaadott értéket teremtd funkciét tolt be (pl. orkesztracid, bir6éi modell
altali kiértékelés). Ezen feliil, a tervezett miikédési modellben a felhasznal6 a sajat API
kulcsait hasznalja, igy a pénziigyi és szolgaltatasi jogviszony kozvetleniil a felhasznalo és
a LLM szolgaltaté kozott jon létre, az AiFusion platform pedig inkdbb egy, a felhasznal6

altal birtokolt er6forrasokat kezel6 intelligens szoftvereszkozként funkcional.

3.2.13.5. Adatbazis kapcsolat

A rendszer fejlesztésének kovetkez6 szakaszaban adatbazis-kezel6 rendszer
bevezetése valik sziikségessé az adatok strukturalt, biztonsagos és hatékony tarolasa
érdekében. Az adatbazis tobbféle informacio kezelését fogja ellatni, példaul a kérdés-
adatbazist (feladatok, valaszopciok, helyes megoldasok), a modellvalaszok és
eredmények tarolasat, valamint a tesztfutdsok metaadatait (idébélyegek, paraméterek,
sikerességi aranyok). A legvaldsziniibb jeldltek kozé tartozik egy relaciés adatbazis (pl.
PostgreSQL vagy MySQL), amely jol illeszkedik a rendszer Python alapt backendjéhez,
illetve megfontolhat6 egy NoSQL (amely gyakran a "Not only SQL", azaz "nem csak SQL"

roviditése) megoldas (pl. MongoDB) is a nagyobb rugalmassag érdekében. Jelenleg
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azonban a rendszer még a finomhangolasi és kisérleti szakaszban van, ezért az
adatrekordok viszonylag alacsony szama (néhany ezer tétel nagysagrendjében) és a
vizualis atlathatésag igénye miatt az adatok kezelése Excel-fajlokon keresztiil torténik. Ez
a megoldas rovid tavon megkonnyiti az adatok manualis ellendrzését és korrekcidjat, de
nem jelent hosszi tavd megoldast: a rendszer jovdbeli bovitése és a tomeges

adatfeldolgozas igénye elkeriilhetetlenné teszi az adatbazis-integracié megvalositasat.

Osszességében elmondhatd, hogy az AiFusion jelenlegi architektiraja j6l szemlélteti
a tobb modell egyiittmiikodésén alapulé valaszadasi koncepciét, ugyanakkor a fenti
fejlesztésiiranyok mentén tovabbhaladva a prototipus egy ipari kdrnyezetben is helytallo,
kiforrott rendszerré fejleszthetd. A javasolt bdvitések és optimalizaciok megvalositasaval
az AiFusion platform a jév6ben még hatékonyabban és biztonsagosabban szolgalhatna a
felhasznalokat, illetve tovabbi kisérleti lehetdségeket nyujthat a kollektiv mesterséges

intelligencia tertiletén.

3.3. Kismintas tesztelés

Az el8z0 alfejezetekben bemutatott architekturalis és implementaciés megoldasok
gyakorlati értékeléséhez kismintas tesztelést végeztem. A kovetkezd alfejezetek ezt a

tesztkornyezetet, a felhasznalt eszkozoket és a vizsgalat f6bb 1épéseit ismertetik.

3.3.1. Attekintés, bevezetés

Az AiFusion platform technikai miikodésének demonstralasdhoz/teszteléséhez
egy 20 kérdésbdl allo feladatsort allitottam Ossze, az Interneten fellelhetd olyan
Jfejtorokbol”, amelyekhez ismert helyes valasz is tartozik (50. 7 Math Riddles Only the
Smartest Can Get Right, 2025), ([51.] 15 Challenging Logic Puzzles and Their Answers,
2025), ([52.] Difficult Mathematical Puzzles - 5, 2025). A feladatsort 22 LLM-nek adtam at
megvalaszolasra (6sszesen 440 db lekérdezés). A JSON kimenetek .xlsx formatumra lettek
konvertalva, majd Excelben keriiltek letarolasra és kiértékelésre (lasd: 1. sz. melléklet). A

kérdések és modellek listaja szintén az 1. sz. mellékletben talalhatd.
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3.3.2. A Batch Runner hasznalata

A tesztelés a rendszer ,Batch Runner” moduljanak felhasznalasaval tortént. A Batch
Runner (batch_runner.py) képes kérdéssorok kotegelt lekérdezésére. A program
bemenete rugalmas, a kérdéseket Excel-tablaban, CSV-ben, vagy JSON-ban is képes

fogadni. A teszt soran a Batch Runner szamara két bemeneti fajl keriilt atadasra:

1. A kérdéseket tartalmazo6 Excel-tabla, amelynek az alabbi két oszlopot

tartalmaznia kell:

a. question_type: a kérdés tipusa. Két féle lehet: open_ended -» azon
kérdésekhez, amelyek valaszat szabadon kell megfogalmazni.

multiple_choice -> a feleletvalasztos kérdésekhez.
b. question_text: kérdések szovegtorzse.
c. (opcionalis) options: multiple_choice esetén a valaszthato feleletek

2. Akérdések lekérdezéséhez sziikséges konfiguraciét tartalmazoé JSON fajlt. A JSON
fajl tartalmazza a hasznalni kivant nagy nyelvi modelleket, azok

paraméterezésével egyiitt (vo. 12. dbra).

"ai": "Gemini",

"model": '"gemini-2.0@-flash—
lite",

"temperature": 0.0,

"max_tokens": 20000,

"answerShortly": false,

"recursion": false

}

10. abra: Részlet a bemeneti JSON fdjl strukturdjabdl
Forrds: sajdt dbra
A Batch Runner a bemeneti Excel tablaban talalhaté oOsszes kérdést felteszi a
bemeneti JSON fajlban talalhaté 6sszes nagy nyelvi modellnek. A tesztben 20 kérdés kertil
megvalaszolasra 22 LLM altal (6sszesen 440 kombinacid). A tesztelésre hasznalt kérdések
megtalalhatoak az 1. sz. melléklet ,Q&A” lapjan, a hasznalt nagy nyelvi modellek listaja
szintén az 1. sz. melléklet mellékletben, a ,Models and pricing” oldalon talalhatéak. A

batch runner futtatasat a 13. dbra szemlélteti.
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kovacsbalint@MacBookAir aifusion-backend % python3 /Users/kovacsbalint/Documents/aifusion-backend/batch-
runner/batch_runner.py \

--input /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Kérdéssorok/tmp.xlsx \

--token 79c3914f09c83cccc5b89dffecf19304d56ed426T7ef024662b6116291b3c064 \

--api-url http://127.0.0.1:5005/api/ai \

--mode single \

--question-col question_text \

--gt-col correct_answer \

--sheet 0 \

--status verbose \

--out-dir /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs \

--tag single_run \

--config /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/Konfigok/batch_config_1l1lm_single.json

11. abra: Példa Batch Runner hivdasara
Forrds: sajat dbra

3.3.3. A tesztkérdések és azok lekérdezése

A teszt soran a 3 LLM + 1 JUDGE modellt vizsgaltam. A kollaboracids partnerek
megtalalasahoz el6szor ki kellett értékelnem a modellek egyéni teljesitményét, majd az
egyéni teljesitményekbdl kovetkeztettem a modellek elméletileg lehetséges 6sszeadott
teljesitményére. A 440 valasz helyességét az ismert helyes valaszok vonatkozasaban

manualisan, kézzel validaltam.

A kiértékelés Excel tablaban tortént. Ehhez a kimeneti JSON f3jlt at kellett
konvertdlnom xlIsx-be, amelyhez irtam egy segédprogramot (json_to_excel.py). A
segédprogram hasznalatat a 14. dbra szemlélteti.

{ IO N £ JSON to xIsx converter — -zsh — 157x24

zsh: command not found: #
[i] Loading JSON: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_005048__single_run.json
[i] writing Excel workbook: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_005048__single_run.x1sx
[OK] Written: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_005048__single_run.x1sx
kovacsbalint@MacBookAir JSON to x1sx converter % # venv-ben érdemes, és ha lehet: pip install pandas openpyxl
python3 json_to_excel.py \

--input /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_094222__single_run.json \

—--verbose

zsh: command not found: #
[i] Loading JSON: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_094222__single_run.json

[i] writing Excel workbook: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_094222__single_run.x1lsx
[OK] Written: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_094222__single_run.x1sx
kovacsbalint@MacBookAir JSON to x1sx converter % # venv-ben érdemes, és ha lehet: pip install pandas openpyxl
python3 json_to_excel.py \

—--input /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_095117__single_run.json \

—--verbose

zsh: command not found: #

[i] Loading JSON: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_095117__single_run.json

[i] writing Excel workbook: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_095117__single_run.x1lsx
[OK] Written: /Users/kovacsbalint/Documents/aifusion-backend/batch-runner/outputs/tmp_20251020_095117__single_run.x1sx
kovacsbalint@MacBookAir JSON to x1sx converter % _

12. abra: A json_to_excel py haszndlata
Forrds: sajdt dbra

3.3.4. A kollaboracids partnerek és a JUDGE kivalasztasa

Elsd 1épésként az egy kollaboraciéban résztvevd partnerek szamat hataroztam meg.
A lehetséges LLM parosok elméleti maximalis sikerratajat szemléltet6 segédmatrixon
(17. abra) latszik, hogy mar két kollaboralé LLM is képes lehet 100%-os sikerratat

nyujtani a kérdéskorpuszon, azonban jelen esetben nem a sikerrata maximalizalasa volt
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a cél, hanem az AiFusion rendszer tesztelése, igy fokozva az Osszetettséget, az egy

csoportban kollaboralé LLM-ek szamat 6nkényesen haromban hataroztam meg.

A 22 db LLM-bdl tobbféleképpen ki tudunk valasztani harmat. A legegyszer(ibb
modszer szerint minden lehetséges triadot megvizsgalunk, tehat meg kell vizsgalnunk, a

22-bdl hanyféleképpen tudunk kivalasztani harmat. A helyes szamitas a

(2) = 1540
?)

tehat Osszesen 1540 egyedi kombinacidja létezik a 22 LLM-nek. Ha ezt az 1540
kombinaciét a 20 kérdésre vetitve, mind a 22 LLM-et JUDGE-ként is kiprébalva

szeretnénk szamolni, az alabbi szamitast kapjuk:

22
(3))(20)(22:677600

Mivel jelen esetben nem a teljeskori kiértékelés a cél, hanem a rendszer technikai
mikodésének demonstralasa, a teszteléshez Pareto-sziiréssel valasztottam ki a
kollaboral6 triad-csoportokat (v6. 3.3.4.1. A Pareto-triddok kivalasztasa), valamint
onkényesen 7 db LLM-t valasztottam ki JUDGE modellként. A kivalasztott JUDGE modellek
a gpt-4.1-nano, a gpt-5-nano, a gemini-2.0-flash-lite, a gemini-2.5-flash-lite, a gpt-4.1-
mini, a deepseek-chat és a claude-3-5-haiku-20241022.

3.3.4.1. A Pareto-triadok kivalasztasa

A triddok kivalasztasa tobbcélu optimalizalas eredménye: a sikerratat
maximalizaljuk, mik6zben a koltséget és a futasid6t minimalizaljuk. A jelolteket a , Pareto-
front” (Wikipedia, [21.] Pareto front, 2025), vagy masképpen ,Pareto-hatékonysdag”
(Wikipedia, [18.] Pareto-hatékonysag, 2025), alapjan valasztottam ki: ide olyan triadok
kertiilnek, amelyeket egyetlen mas tridd sem dominal a (siker, koltség, id6) harmas
dimenzidban. Ez a tobbcélu optimalizalasi szemlélet, amely a hatékonysagra fokuszal, mar
korabbi intézményi hallgatéi munkakban is megjelent, példaul ,gydrtdstervezési
folyamatok kapcsdn” (Kerepesi, 53. Gyartastervezés és termelésiranyitas folyamatainak
optimalizalasa az Orszagos Villamostavvezeték Zrt.-nél, 2013). Minden kivalasztott triad

ésszerii kompromisszum a célok Kkozott - a dontéshozd preferencidi (pl.

koltségérzékenység, idokorlat) szerint a front barmely pontja indokolhato.
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A 22 db LLM-t 1540 egyedi kombinaci6jabdl a kivalasztott Pareto triadok szama:
11db. Ertelmezés: egy tridd nem dominalt, ha nincs masik, ami = sikert ad ES < koltség ES

< idd mellett (legalabb az egyikben szigoruan jobb).

A triddok 6sszevetésénél a kovetkez6 aggregalasi szabalyokat alkalmaztam:

- Sikerrata: azon kérdések aranya, amelyeknél legalabb egy triddtag helyeset

adott (logikai OR).

-  Koltség: kérdésenként a triddtagok koltségeinek osszege, majd atlag a teljes

kérdéskorpuszra.

- Futasidd: parhuzamos futtatds feltétele mellett kérdésenként a triddtagok

futasidejének maximuma, majd atlag a teljes korpuszra.

- Lefedettség (coverage): a triad altal ténylegesen lefutott kérdések aranya (a

jelen mintdban 100%).

- A triadokat sikerrata-savokba soroltam (295%, 90-95%, 80-90%, 70-80%,
60-70%, 50-60%). Minden savon beliil harom , legjobb” triddot emelek ki, eltéro

preferenciakra optimalizalva:
1. ,cheapest” - alegalacsonyabb koltségili
2. ,fastest” - alegalacsonyabb atlagos futasideji
3. ,balanced” - a legjobb ar/futasidd aranyu

Fontos megjegyezni, hogy az 1. szamu melléklet elkésziiltekor a ChatGPT 5-6s
verzidja a temperature bementei érték hidanya miatt még nem Kkeriilt kizarasra a
kollaboracios tesztekbdl (vo. Vita - 4.2), valamint id6 koézben kideriilt, hogy a kiils6
forrasbol beszerzett kérdéssorokhoz tartoz6 helyes valaszok bizonyos kérdéseknél
hibasak, vagy keétértelmliek. Mivel a szakdolgozat célja a kollaboraciés kutatas
hattereként szolgal6 platform technikai miikodésének bemutatasa, a hibas tesztadatok és
a ChatGPT 5 kizarasa a rendszer technikai értelemben vett miikodésének bizonyitasat

nem befolyasolta.
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3.3.4.2. Példa a Pareto-dominanciara

Formalisan, legyen minden triddhoz két célfiiggvény rendelve:
f1:alefedettség (coverage) maximalizalando, f
f2: aredundancia (redundancy) minimalizalandé.

Ekkor egy A tridd dominal egy masik B triddot, ha az aladbbi feltételek teljesiilnek:

fr (D)= f1(B),
A<B & f2 (A)=f, (B),
és legalabb az egyik egyenl6tlenség szigoru.

A Pareto-front az 6sszes olyan triad halmaza, amelyet egyetlen masik tridd sem dominal:
P = {Ai | 2Aj: Aj < Ai}

Megjegyzés 1.: a triddok elemzése dnmagaban még nem végeredmény, mert egy

JUDGE modell beépitése is sziikséges az ismeretlen valaszu kérdések megvalaszolasahoz.

Megjegyzés 2.: Az elméleti 100%-os sikerrata két LLM kombinalasaval is elérhetd

(Pareto-duok), azonban a teszthez triddokat hasznaltam.

Fontos! A tesztelés kozben kidertilt, hogy a bemeneti kérdésekre a megadott helyes
valaszok kozott szerepelt hibas, vagy kétértelmi valasz. A tévesen megadott ,helyes”
valaszokat a kollaboraciés valaszok kiértékelése soran a rendszer jelezte, ugyanis a
kérdés-triad-JUDGE kimeneten rendkiviil nagy szoras mutatkozott a kimeneti helyes
valaszt illet6en azokhoz a kérdésekhez képest, amelyek el6re megadott helyes valasza
nem volt hibasan megadva. Ezzel az AiFusion rendszer egy Uj vizsgalati tertiletre mutatott
ra: a végsd valaszok konzisztencidja mintazatot és iranyt mutathat egy ismert valasz
helyességének elbiralasaban. A hiba ravilagit arra a tényre, hogy a rendszer kezdeti
tesztelése és finomhangolasa terjedelmét és Osszetettségét tekintve akar egy kiilon
szakdolgozat témajat adhatja, ezért a tovabbiakban a hibas adatokkal dolgozom, ugyanis
a cél a rendszer hasznalhatésaganak bemutatasa, nem pedig kimeneti eredményeinek

értékelése.
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3.3.4.3. A Pareto-sziiro és annak hasznalata

A Pareto-front megallapitasahoz és a Pareto-triadok kivalasztasahoz létrehoztam

egy Python kodban irt ,Pareto-szlir§” programot (melléklet: pareto_select_triads.py).

A Batch Runner altal eléallitott futasi naplokat (per LLM: helyesség, token- és
koltségadatok, futasidd) a pareto_select_triads.py dolgozza fel. A bemenet egy Excel fajl
(pareto_calculator_input.xlsx), ,runs” munkalappal. Minden sor egy (kérdés, modell)
kimenetet reprezental. A pareto_select_triads.py dsszeallitja az 6sszes lehetséges triadot,
kiszamitja a (success_rate, cost_usd, latency_s, coverage) mutatokat, majd Pareto-sziirést
végez, vegiil savonként kivalasztja a cheapest / fastest / balanced triadot. (A Batch Runner

és az Excel/JSON kimenetek hasznalatat a 3.3.2. és 3.3.3. alfejezetek mutatjak be.)

F6 konfiguracios mezok (pareto_config_triads.json):

- input_xlsx_path_str, input_sheet_name_str: bemeneti allomany és munkalap

(alapértelmezés: pareto_calculator_input.xlsx / runs).

- exclude_models_regex list: regularis kifejezések listaja a kizarandé

modellekre (pl. ["*gpt-5.*"]).
- bands_list: sikerrata-savok als6 hatarai 0-100-ig (pl. [95, 90, 80, 70, 60, 50]).
- min_coverage_float: minimalis lefedettség (pl. 1.0).

- select_roles_list: mely kivalasztasokat kérjiik sdvonként (["cheapest”, "fastest”,

"balanced"]).

- out_json_bool, outxlsx bool, out_dir_str: kimenetformatum(ok) és

célkonyvtar.
- round_digits_int: kerekités a riportolt mezd&knél.
A program kimenetként JSON és opcionalisan Excel 0sszegzést ad. A JSON
struktiraban triadonként szerepel a modellek listdja, a sav, a szerep

(cheapest/fastest/balanced) és a f6 mutaték. Az Excel kimenet a kézi adatelemzéshez

kényelmes.
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A triddok kivalasztasa reprodukalhaté. A futdsok soran rogzitem a konfig fajlt, a
bemeneti Excel verzidjat és az idébélyeget, a triddok igy megismételhetéen elballithatok

ugyanazon beallitasok mellett.

3.3.4.4. A Pareto-triadok felsorolasa

Az itt felsorolt triddok kivalasztasa a ChatGPT 5-0s verzidinak Kizarasat kovetden

tortént. Az 1. szamu mellékletben a Kizaras el6tti allapot lathaté.
<95% sav:

- Fastest: ['DeepSeek | deepseek-chat’, 'Gemini | gemini-2.0-flash’, 'Gemini

gemini-2.5-pro'], 95%, 16,95645s, 0,013973228 USD

- Cheapest: ['DeepSeek | deepseek-chat', 'DeepSeek | deepseek-reasoner’,
'Gemini | gemini-2.0-flash-lite'], 95%, 80,9133s, 0,000928859 USD

90%-95% sav

- Fastest: ['DeepSeek | deepseek-chat', 'Gemini | gemini-2.0-flash-lite', 'Gemini

gemini-2.5-pro'], 90%, 16,95645s, 0,013967823 USD

- Cheapest: ['ChatGPT | gpt-4.1', 'DeepSeek | deepseek-reasoner', 'Gemini
gemini-2.0-flash-lite'], 90%, 80,9133s, 0,001299934 USD

80%-90% sav

- Fastest: ['Claude | claude-sonnet-4-5-20250929', 'DeepSeek | deepseek-chat’,
'Gemini | gemini-2.0-flash-lite'], 80%, 3,23925 s, 0,00111466 USD

- Cheapest: ['DeepSeek | deepseek-reasoner’, 'Gemini | gemini-2.0-flash-lite’,

'Gemini | gemini-2.5-flash-lite'], 85%, 80,9133s, 0,000913194
70%-80% sav

- Cheapest: ['DeepSeek | deepseek-chat', 'Gemini | gemini-2.0-flash-lite’, 'Gemini
gemini-2.5-flash-lite'], 70%, 2,0921 s, 0,00006282 USD

60%-70% sav

- Cheapest: ['ChatGPT | gpt-4.1-nano’', 'Gemini | gemini-2.0-flash’, 'Gemini
gemini-2.0-flash-lite'], 60%, 1,1061s, 0,000050625 USD

50%-60% sav
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- Cheapest: ['Gemini | gemini-2.0-flash’, 'Gemini | gemini-2.0-flash-lite’, 'Gemini

gemini-2.5-flash-lite'], 55%, 1,06975 s, 0,000048535 USD

- Fastest: ['ChatGPT | gpt-4.1-nano’, 'Gemini | gemini-2.0-flash’, 'Gemini | gemini-
2.5-flash-lite'], 55%, 0,9436s, 0,00005465 USD

- Balanced: ['ChatGPT | gpt-4.1-nano’, 'Gemini | gemini-2.0-flash-lite', 'Gemini
gemini-2.5-flash-lite'], 55%, 1,0465s, 0,000049245 USD

3.3.5. A kimeneti eredmények tarolasa, kiértékelése

A Batch Runner kimeneti fajljait elszor kiilon Excel-fajlokban kezeltem, azonban a
konnyebb atlathatosag érdekében egy nagy, az aktualis tesztelés Osszes eredményét
magaban foglal6, soklapos Excel dokumentum létrehozasa mellett dontéttem (1. szamu

melléklet).

3.3.6. A teszt bemenetét €s részeredményeit tartalmazod Excel

tabla lapjai

A részeredményeket tartalmazo6 Excel-tabla megtalalhat6 a szakdolgozat 1. szamu

mellékleteként.
e Summary: az eredeti JSON kimenet alapadatait tartalmazza.
e Meta: az eredeti JSON kimenetben talalhato futasi kornyezeti adatok.
e (Q&A:a 20 darab kérdés és valasz paros.
e Items: a 20 darab kérdés a Batch Runner-nek atadott formatumban.

e Models and pricing: a 22 db LLM 1 000 000 db és 1 db input és output tokenre

vetitett koltsége tételesen felsorolva.
o ChatGPT tokenkéltség: (OpenAl, 2025)
o Claude tokenkoltség: (Anthropic, 2025.)
o Gemini tokenkoltség: (Google, 2025)

o DeepSeek tokenkoltség: (DeepSeek, 2025.)

72.



e C(Candidates: az eredeti JSON kimenetben taldlhaté 22 db LLM 20 db kérdésre

adott valasza (440 sor + fejléc) I/0 tokenszammal és futasiddvel.

e Base datas: kézi feldolgozas tablazata a helyes/helytelen valaszok jelzésének

helye, és a USD-re vetitett, lekérdezésenkénti koltségek szamolasa.

Y4

o Efficiency: 6sszesitd tablazat (v6.15. abra) a LLM-ek sikerratajarol, koltségérdl és

futasidejérol.
A B © D 3 F (¢]
Ml api_name display_name runs_count success_rate_% avg_cost_usd total_cost_usd total_time_s
Al gpt-5-nano gpt-5-nano 20 90,0 0,000953 0,019067 383,56
£ gpt-5-mini gpt-5-mini 20 90,0 0,001508 0,030164 239,94
4 PSS gpt-5 20 90,0 0,010193 0,203860 276,15
Ll deepseek-reasoner deepseek-reasoner 20 85,0 0,000883 0,017662 1618,27
[l gemini-2.5-pro Gemini 2.5 Pro 20 80,0 0,013922 0,278441 339,13
[l semini-2.5-flash Gemini 2.5 Flash 20 80,0 0,020936 0,418716 346,75
£ deepseek-chat deepseek-chat 20 65,0 0,000033 0,000655 41,84
EMl claude-opus-4-1-20250¢ Claude Opus 4.1 20 70,0 0,010917 0,218340 118,66
claude-opus-4-2025051 Claude Opus 4 20 70,0 0,011071 0,221415 86,84
claude-sonnet-4-20250! Claude Sonnet 4 20 65,0 0,001963 0,039258 77,14
claude-3-7-sonnet-202¢ Claude Sonnet 3.7 20 55,0 0,000741 0,014823 26,74
claude-sonnet-4-5-202¢ Claude Sonnet 4.5 20 55,0 0,001069 0,021378 64,79
gemini-2.0-flash Gemini 2.0 Flash 20 50,0 0,000018 0,000369 15,50
gpt-4.1 gpt-4.1 20 50,0 0,000404 0,008076 23,98
gemini-2.0-flash-lite  Gemini 2.0 Flash-Lite 20 45,0 0,000013 0,000261 19,12
gpt-do gpt-40 20 45,0 0,000445 0,008905 33,29
gpt-4o-mini gpt-4o-mini 20 40,0 0,000030 0,000610 29,49
gpt-4.1-mini gpt-4.1-mini 20 40,0 0,000071 0,001420 18,97
claude-3-5-haiku-20241 Claude Haiku 3.5 20 40,0 0,000292 0,005833 33,88
gpt-4.1-nano gpt-4.1-nano 20 35,0 0,000019 0,000383 15,84
gemini-2.5-flash-lite  Gemini 2.5 Flash-Lite 20 25,0 0,000017 0,000341 11,73
claude-3-haiku-202403( Claude Haiku 3 20 10,0 0,000075 0,001498 15,90

13. dbra: Az Efficiency oldal f6 tabldzata
Forras: saidt dbra

e Correct answer matrix: vizualis segédmatrix (vo. 16. abra), a modellek (Y)
kérdésekre (X) adott helyes valaszanak mintazatarol. A helyes valaszok zold

szinnel, a helytelenek piros szinnel jelolve.

A B e D E F G H | J K L M N o P Q R S T u
1 MODELL /Q_ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 claude-3-haiku-20240307 HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS IGAZ
3 claude-3-5-haiku-20241022 IGAZ 1GAZ IGAZ HAMIS IGAZ HAMIS |IGAZ HAMIS HAMIS HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS HAMIS IGAZ HAMIS HAMIS IGAZ
4 claude-opus-4-20250514 IGAZ IGAZ IGAZ HAMIS IGAZ HAMIS IGAZ 1GAZ IGAZ HAMIS HAMIS IGAZ IGAZ 1GAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
5 claude-opus-4-1-20250805 IGAZ IGAZ IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ IGAZ IGAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
6 claude-3-7-sonnet-20250219 IGAZ HAMIS IGAZ HAMIS |IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ 1GAZ IGAZ IGAZ IGAZ IGAZ HAMIS HAMIS IGAZ
7 claude-sonnet-4-20250514 IGAZ 1GAZ IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS IGAZ 1GAZ IGAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
8 claude-sonnet-4-5-20250929 HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS IGAZ HAMIS IGAZ 1GAZ 1GAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
9 deepseek-chat HAMIS  IGAZ IGAZ HAMIS IGAZ HAMIS IGAZ IGAZ HAMIS HAMIS IGAZ IGAZ 1GAZ IGAZ HAMIS IGAZ IGAZ IGAZ HAMIS IGAZ
10 deepseek-reasoner IGAZ 1GAZ IGAZ IGAZ IGAZ IGAZ 1GAZ 1GAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ IGAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
11 gemini-2.0-flash, IGAZ IGAZ IGAZ HAMIS |IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS |IGAZ IGAZ HAMIS IGAZ HAMIS HAMIS IGAZ
12 gemini-2.0-flash-lite IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ IGAZ IGAZ HAMIS HAMIS IGAZ HAMIS HAMIS IGAZ
13 gemini-2.5-flash, HAMIS  IGAZ IGAZ IGAZ IGAZ IGAZ 1GAZ 1GAZ 1IGAZ IGAZ HAMIS IGAZ 1GAZ IGAZ IGAZ IGAZ IGAZ HAMIS HAMIS IGAZ
14 gemini-2.5-flash-lite HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS HAMIS IGAZ
15 gemini-2.5-pro 1GAZ 1GAZ 1IGAZ IGAZ IGAZ 1GAZ IGAZ 1GAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ IGAZ HAMIS HAMIS IGAZ IGAZ HAMIS IGAZ
16 gpt-a.1 HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ IGAZ HAMIS IGAZ
17 gpt-4.1-mini HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS IGAZ IGAZ HAMIS IGAZ
18 gpt-4.1-nano, HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ IGAZ HAMIS HAMIS IGAZ HAMIS IGAZ
19 gpt-d0 IGAZ HAMIS IGAZ HAMIS |IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS IGAZ IGAZ HAMIS IGAZ
20 gpt-4o-mini HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ HAMIS HAMIS HAMIS HAMIS IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ IGAZ HAMIS IGAZ
21 gpt-5 IGAZ 1GAZ 1GAZ IGAZ IGAZ IGAZ IGAZ 1IGAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ 1GAZ IGAZ IGAZ IGAZ HAMIS IGAZ 1IGAZ
22 gpt-5-mini 1GAZ 1GAZ 1IGAZ IGAZ IGAZ IGAZ 1GAZ 1GAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ 1GAZ IGAZ IGAZ IGAZ HAMIS IGAZ 1GAZ
23 gpt-5-nano IGAZ 1GAZ IGAZ IGAZ IGAZ IGAZ 1GAZ IGAZ 1GAZ IGAZ HAMIS IGAZ 1GAZ IGAZ IGAZ HAMIS IGAZ 1GAZ IGAZ 1GAZ

14. dbra: Az egyéni modellek helyesvdlasz-madtrixa
Forrds: sajat dbra
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¢ Duo efficiency: vizualis segédmatrix (v6. 17. abra), a lehetséges LLM parosok
elméleti maximalis sikerratajarol, hmérséklet segédvizualizacidval. 0% (sarga)-

100% (sotétzold).

M N o 3 a R s T u v w

7
peviy pessy § deepseck-  doepieck-  gemini20- gemini20-  gemini25- gemini25-  gemini25-
20250514 120250805 ‘oo 420250514 4520250929  chat reasoner flash  flashdite flash flas pro

41 gotddemini gotd.lnano gptdo  gptdominl  gotS  gptSmini  gptSnano

2 ude-3-haiku-20240307

3 le-3-5-haiku-20241022|

4 wde-opus-4-20250514

15. dbra: A LLM pdrosok elméleti sikerrdtdja vizudlisan szemléltetve
Forrds: sajat dbra

Pareto triades: a Pareto triadok listaja
e JUDGE models: a valasztott JUDGE LLM-ek listaja

e JUDGE inputs: az 6sszeflizott JUDGE bemeneti promptok (220 darab), az adott

triad maximalis futasidejével és 6sszkoltségével.

e Judged by GPT 4.1 nano, Judged by GPT 5 nano, Judged by GPT 4.1 mini, Judged by
Gemini 2.0 flash lite, Judged by Gemini 2.5 flash lite, Judged by Deepseek Chat,
Judged by Claude 3.5 Haiku: a judge modellek JSON kimenetébdl konvertalt Excel
tablazatok, triad+JUDGE 0sszesitett futasidovel, 0Osszesitett koltséggel,
sikerrataval, triad+JUDGE-onkénti bontasban (6sszesen 84 triad+JUDGE paros,

1680 db lekérdezéssel).

e Final conclusion: a triad+JUDGE eredményeket és az egyéni LLM eredményeket

egyiittesen tartalmazo tablazat.
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Az Excel tablaban nyomon kovethet6ek a tesztelés részfazisainak kimenetei, a
hozzajuk tartoz6 matrixokkal, és a végleges eredmények attekintésével. A tesztelést a
rendszer sikeresen végrehajtotta, osszesen 1680 db automatizalt lekérdezést
végrehajtva. Az AiFusion platform az aktualis célkitiizéseket teljesitette, fejlesztése a

kovetkezd szakaszba léphet.
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4. Vita

A kismintas tesztelés elsddleges célja az AiFusion platform miikodésének
demonstracidja volt, nem pedig a kollaboraciéos modellek abszolut teljesitményének
igazolasa. A tesztelés soran azonban olyan tényezdk mertltek fel, amelyek alapvet6en

befolyasoljak az eredmények mindségi kiértékelését.

4.1. A tesztelés modszertani korlatai

A 4. fejezetben” leirt tesztek soran a ,bir6i” promptok 6sszeallitisa még részben
manualisan, Excel-tabldban toértént. A ,batch-runner.py” modul azonban mar
automatizaltan kezelte ezen 0sszeallitott promptok futtatasat a biréi korokben. Ez a félig
automatizalt folyamat igazolta, hogy a platform technikailag képes a tobblépcsds (post-
hoc) konszolidaciora, de ravilagitott, hogy a jovdbeli, teljes automatizalashoz a prompt-

generalast is a backendre kell helyezni.

4.2. A "GPT-5" modellek torzité hatasa az
O0sszehasonlithatosagra

A platform fejlesztése soran igyekeztem az uUjonnan megjelené LLM-eket
implementalni. Az AiFusion-nel végzett kismintas validacios tesztek futtatasa el6tt nem
sokkal jelentek meg a "GPT-5" gy(ijténév alatt futdo modellek (,gpt-5”, ,gpt-5-nano”, ,gpt-
5-mini”) amelyek a vizsgalat soran jelent6sen torzitottdk a modellek
osszehasonlithatéosagat. Ahogy az ,5. Kismintas tesztelés” soran empirikusan

megfigyelhetd volt, ezen modellek:
1. Jelent6sen hosszabb futasiddvel dolgoztak;
2. Kovetkezetesen pontosabb valaszokat adtak a tobbi vizsgalt modellnél;
3. Nem rendelkeztek allithatd ,,temperature” (kreativitas) paraméterrel.

Feltételezhet6 (bar a dolgozat keretein beliil nem bizonyithato), hogy ezen modellek
mar eleve egyfajta belsd, tobblépcsés verifikaciés logikat alkalmaznak, ami

megmagyarazza a magasabb pontossagot és a hosszabb futasidét. Mivel ez a miikodés
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alapvetden eltér a tobbi, paraméterezhetd modelltd]l, az azonos feltételek melletti

(koltség, id6, min6ség) dsszehasonlitas okafogyotta valt.

4.3. A referencia valaszok érvényességének
problémaja

A mérést torzitdé masik kulcstényezd magabol a tesztadatbazisbol fakadt. Az
»3.3.4.1.” fejezetben részletezettek szerint a futtatasok soran kideriilt, hogy az ,ismert"

helyes valaszok egy része hibas vagy kétértelmi volt.

Ez a jelenség - bar kezdetben a platform hibajanak tlint - végiil az AiFusion
koncepcidjanak egyik varatlan igazolasava valt. A rendszer éppen a kollaborativ modelljei
(triad+JUDGE) révén képes volt kimutatni a referenciaadatok anomaliait, jellemzden a
valaszok magas szdérasaval. Ez ravilagitott a rendszer egy lehetséges jovdbeli felhasznalasi
modjara: a platform nemcsak LLM-ek, hanem maguk a tesztadatbazisok validalasara is

alkalmas lehet.

4.4. A hasznalhatdsag és a mikodoképesség értékelése

A fenti két torzito tényezd (a ,GPT-5" modellek és a hibas tesztadatok) miatt a jelen

dolgozat tudatosan nem tesz kisérletet a modellek mindségi rangsorolasara.

Ami viszont a szakdolgozat elsddleges célkitlizése volt és egyértelmiien

kiértékelhet6: az AiFusion platform rendszerszintii miikodése igazoltan stabil.

e Arendszer képes volt nagy tomegl (0sszesen 1680+440) lekérdezést kezelni

fagyas és adatvesztés nélkiil.

e Az egyedi LLM-ek API-hibait a rendszer sikeresen kezelte (,graceful

fallback") anélkiil, hogy a teljes batch futas leallt volna.

e A naplozas és az eredmények JSON-kimenete hibatlanul miikodott, lehetdvé

téve az utdlagos kiértékelést.

e Az architektura (backend - frontend - batch-runner) bizonyitotta, hogy

alkalmas LLM-ranking és LLM-kollaboracios kisérletek elvégzésére, és (az
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adaptereken keresztiil) kénnyen bovithetd 0j modellekkel vagy uj

kollaboraciés metddusokkal.

Az AiFusion platform tehat teljesitette az elsddleges célkitlizést: egy stabil,
skalazhato és bdvithetd kisérleti kornyezetet biztosit a jovdbeli, tisztabb tesztadatokon

végzett LLM-kollaboracios mérésekhez.

4.5. Rokonkutatasok és a platform fejlesztésének
szinergiai

A 4. Vita” fejezet soran azonositott kihivasok - kiiléndsen a megbizhatosag, a
modell-6sszehasonlitas és a referenciaadatok validalasanak igénye - nem csak az
AiFusion platform sajatjai, hanem a mesterséges intelligencia alkalmazott kutatasanak
kozponti kérdései. A szakdolgozatban hivatkozott, kiilonb6z6 szaktertileteken végzett
magyar kutatasok, mint példaul a ,tiizvédelmi szakértoi rendszerek fejlesztése” (Karsa,
2024) vo. https://miau.my-x.hu/miau/319/tuzmunkakornyezet/chatgpt_tuz-munka-
kornyezet--vedelmi_vizsga.docx?vagy a ,jogi rendszerek LLM-alapt tesztelése” (Pitlik L.,
2025) ravilagitanak arra, hogy a domain-specifikus tudas és a LLM-ek kapcsolata kritikus

fontossagu.

Ezek a rokonkutatasok és az AiFusion platform kozott egyértelm(i kétiranyu

egyuttmiikodési potencial rejlik:

Az AiFusion mint tesztelési keretrendszer: Az olyan szaktertletek kutatéi, mint
a jog vagy a tlizvédelem, gyakran egy-egy specifikus modellt (pl. COPILOT, ChatGPT)
vizsgalnak. Az AiFusion platform hatékony és tomeges tesztelési (benchmarking)
kornyezetet biztosithat szamukra, lehetdvé téve, hogy a sajat kérdéskorpuszukat gyorsan
lefuttassak az Osszes integralt LLM-en és azok kollaboracioin. Ezzel objektiv valaszt
kaphatnak arra, hogy az 6 specifikus teriletiikbn melyik modell vagy modell-

egyuttmiikodés nyujtja a legmegbizhatobb eredményt.

A rokonkutatasok mint tudasbazisok: Az AiFusion platform fejlédéséhez -
kiiléonosen a ,JUDGE” modell finomhangolasahoz - kritikus fontossagu a j6 mind6ségd,
szaktertleti tudasbazisok (tesztkérdések és ismert helyes valaszok) beszerzése. Az ilyen
egyuttmiikodések révén a platform specializalt, validalt adathalmazokhoz juthat, amelyek

elengedhetetlenek az AiFusion domain-specifikus againak (pl. egy jovébeli "AiFusion-
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Legal" vagy "AiFusion-Engineering" modul) kifejlesztéséhez és pontossaganak
noveléséhez.

Ez a kooperacio tehat felgyorsithatja a szakteriileti kutatasokat azaltal, hogy egy
kész, automatizalt tesztelési platformot ad a keziikbe, mikozben az AiFusion rendszert

latja el azokkal a nélkiilozhetetlen adatokkal, amelyek a platform intelligencidjanak

fejldését biztositjak.

5. Osszegzés, 6sszefoglalas

A rendszer tesztelését a hibas tesztadatok altal okozott bonyodalmak ellenére
sikeresnek tekintem. Az AiFusion platform képes stabilan kezelni az egyedi, frontenden
végrehajtott LLM miveleteket és képes a kotegelt, ezres nagysagrendid kimenettel biré
lekérdezések futtatasara is. Ezzel gyakorlatilag a kezdeti célomat elértem: segitséget
biztositani abban, hogy nagy tomeg(i LLM hivasokat automatizaltan hajtsunk végre, tobb
szazezres vagy millids rekordszamu adatbazisok épitéséhez, amelyeket kutatasi célokra

lehet hasznositani, mintazataikbol kovetkeztetéseket lehet levonni.

A hibas tesztadatokat el6szor kudarcként fogtam fel, azonban mivel utélag latom,
miként jelezte a rendszer az anomaliat (az inkonzisztens valaszadassal), tulajdonképpen
meg pozitivan is értékelem a tesztadatok hibajat. Ezzel a rendszer hibatiirésének és
hibafelismerésének egyik modszere mutatkozott meg, amit egy késébbi tovabbfejlesztés

soran figyelembe kell venni.

A rendszer lizemeltetését és fejlesztését rovidtdvon meglévd cégeim
valamelyikében kivanom folytatni. Amennyiben a fejlesztés soran a platform olyan
meérfoldk6hoz érkezik, amely utan a portfoliotisztitas mellett dontenék, az AiFusion
rendszer lizemeltetésére és a tudasbazis licencelésére kiilon céget jegyeznék be. A
cégbejegyzés soran figyelembe kell venni a teriileti hatalyossagot is, vagyis a régionként
eltérd szabadalmi és licencpolitikat. Emiatt elképzelhetd, hogy kiillon cég bejegyzése

sziikséges az Eurépai Unié és az Amerikai Egyesiilt Allamok teriiletén is.
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6. Jegyzékek, Kiegészitések, megjegyzések

A zaro fejezet a dolgozatot kisérd hattérelemeket - az irodalomjegyzéket, az elemzd
tablazatokat, az abra- és tablazatjegyzéket, a roviditések és a fajlmellékletek jegyzékét -
foglalja Ossze egységes keretben. Ezek a kiegészitések biztositjdk a hivatkozasok
atlathatésagat, a kutatas reprodukalhatésagat és a technikai megvaldsitas részletes

nyomon kovethet6ségét.
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Wolters Kluwer. (2001). [3.] Net Jogtar 2001. évi CVIIL térvény. Letoltés datuma: 2025.
10 30, forras:
https://net.jogtar.hu/jogszabaly?docid=A0100108.TV&searchUrl=/gyorskereso?
keyword%3D2001.%2520%25C3%25A9vi%2520CVII1.%2520t%25C3%25B6rv
%25C3%25A9ny%2520%28Eker.%2520tv.%29
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6.2. A felhasznalt irodalom attributumainak elemzése

Ebben a fejezetben a felhasznalt irodalmak jellemz6i alapjan végezziik az elemzést.
A forrasokat négy attributum (jellemzd) szerint osztalyozzuk, ahol minden attribitum

két lehetséges allapotot vehet fel.

Az attributumok tételes felsorolasa:

1. KJE (Kodolanyi Janos Egyetem)-Van / KJE-Nincs: azon felhasznalt
irodalmak, amelyek személyi, vagy intézményi értelemben KJE
kotédéssel rendelkeznek, a KJE-Van kategoriaba esnek. A KJE
kotédéssel nem rendelkezd forrasok a KJE-Nincs kategoriaba
sorolddnak. Személyi kapcsolatnak veszem azt, ha olyan illet6 szerepel
a forrasanyag szerz6i kozott, aki a KJE-en tanult, vagy tanitott
barmikor. Intézményi kapcsolat a KJE-el a forras kapcsan igazolhatéan

kooperal6 intézmény, vagy a KJE jogelddje.

2. Uj / Régi: A 2014-es és korabbi anyagok a Régi kategériaba, a 2014

utani forrasok az Uj kategériaba sorolédnak.

3. Angol / Magyar: A forras eredeti nyelve szerinti besorolas.
Amennyiben a forras tobb nyelven is elérhetg, pl. a weboldal nyelve a
bongész6 nyelvének megfelel6en lehet angol vagy magyar is, a nyelvi

besorolas szabadon valaszthato.

4. Szakcikk/Weblap: Szakcikknek tekintem az ISBN (International
Standard Book Number) szammal ellatott kiadvanyban megjelent
forrasokat, valamint a szerzovel ellatott, konferenciakézlonynek
formailag megfeleld, Interneten elérhetd és 6nmagaban letolthetd
anyagokat. Weboldalnak az Interneten elérhetd, szerzémegjeloléssel
ellatott olyan oldalakat tekintem, amelyek teljes megismeréséhez

elegendd a bongész6ben megnyitni az adott weboldalt.
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A 3. tablazat a felhaszndlt irodalmak ,Gjszertiség / KJE-kot6dés / nyelv / mindség”
szerinti besorolasat mutatja be. A tablazatban szerepld sorszamok és a hivatkozasok
kozotti kapcsolat a 6.3. fejezetben (,A 3. sz. tablazatban szerepl6 sorszamok hivatkozas-
kapcsolata”) taldlhat6. A forrdsok kategoriak szerinti darabszam- és szazalékos
megoszlasat a 4. tablazat szemlélteti. Az egyes kategoriak (régi / uj; KJE-van / KJE-
nincs; angol / magyar; szakcikk / weblap) atfedéseit az 5. tablazat 6sszegzi, mig a 6.
tablazat az egyes attributumokhoz tartoz6 6sszesitett el6fordulasszamokat mutatja

be. A tablazatokban alkalmazott szinezés kizarolag a tajékozodast segiti.

Angol / Angol / Magyar / Magyar /
Szakcikk Weblap Szakcikk Weblap
Régi
gt/ 1. 5. 8. 53. 10.
KJE-Van
Régi
gt/ 4,23,24,29, 6. 0. 3, 11.
KJE-Nincs
Uj /
2. 13. 15, 20. 7.,17.
KJE-Van
14, 21,28, 31,
., 12,19, 22, 25,
Uj/ 32,36.,42,43,
26., 30., 34, 35, 16. 18, 27., 49.
KJE-Nincs 44, 45., 46.,47.,
37,39, 40, 41.
48.,50., 51., 52.

3. tdblazat - A felhaszndlt irodalmak csoportositdsa
Forrds: sajat tabldzat
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Ossz. darabszam: Angol / Angol / Magyar / Magyar /
51 Szakcikk Weblap Szakcikk Weblap
Régi / 1db 1db 2db 1db
KJE-Van 1,92% 1,92% 3,85% 1,92%
Régi / 4db 1db 1db 2 db
KJE-Nincs 7,69% 1,92% 1,92% 3,85%
Uj/ 1db 1db 2db 2db
KJE-Van 1,92% 1,92% 3,85% 3,85%
Uj/ 12db 16db 1db 3db
KJE-Nincs 23,08% 30,77% 1,92% 577%

4. tabldzat - A felhasznalt irodalmak darabszdm és szdzalék szerinti megoszldsa
Forrds: sajat tabldzat

KJE-van | KJE-nincs Régi Uj Angol Magyar | Szakcikk | Weblap

KJE-van 5 6 4 7 6

KJE-nincs 8 32 33 7 18

Régi 5 8 7 6 8

Uj 6 32 30 8 16

Angol 4 33 7 30 18

Magyar 7 7 6 8 6
Szakcikk 6 18 8 16 18 6
Weblap 5 22 5 22 19 8

5. tabldzat - A felhaszndlt irodalmak attributummdtrixa (db)
Forrds: sajat tabldzat
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Felhasznalt irodalmak Darabszam
attributuma
KJE-van: 11db
KJE-nincs: 40 db
Uj: 39db
Régi: 12 db
Angol: 37 db
Magyar: 14 db
Weblap: 27 db
Szakcikk: 25db

6. tdbldzat - Az egyes attribtitumokhoz tartozé dsszesitett el6forduldsszamok

Forrds: sajat tabldzat

6.3. A 3.sz. tablazatban szereplo sorszamok

hivatkozas-kapcsolata

A 33. és 38. sorszamau tétel utodlag torlésre keriilt, de a sorszam-forras kapcsolatok

szoros 0sszefliggése miatt a sorszamozast nem modositottam.

(Kovacs & Pitlik, 2025)
(Wolters Kluwer, 2001)
(Breiman, 1996)

(AAAL 2009)
(Kodolanyi Janos Egyetem, 2021)
(Kollar, 2011)

S A A - o R

(Magyar Tudomany, 2005)
10. (MIAU, 2014)

11. (ELTE TTK, 2008)

12. (Schiller, 2024)
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13. (Turtogtokh, Pitlik, & Pitlik, 2025.)

14. (Shelar M., 2025)

15. (Fejes, Pitlik, Rikk, Sziics, & Turi, 2024 /1-2)

16. (Karsa, 2024)

17. (MIAU, 2025)

18. (Wikipedia, [18.] Pareto-hatékonysag, 2025)

19. (Noy & Zhang, 2023)

20. (Pitlik L., 2025)

21. (Wikipedia, [21.] Pareto front, 2025)

22.(Dell’Acqua, és mtsai., 2023)

23. (Surowiecki, 2004.)

24. (Dietterich T. G., 2000)

25.(Ji Z., és mtsai., [25.] Survey of Hallucination in Natural Language Generation,
2023)

26. (Bang, és mtsai., 2023)

27.([27.] Magyar, unids és nemzetkozi védjegy dijak, 2025)

28. (APA, 2024)

29. (Pennington, Socher, & Manning, 2014)

30. (Vaswani, és mtsai., 2017)

31. (Microsoft, 2025.)

32. (Sybrandwildeboer, 2025)

33.-

34. (Brown, és mtsai., [34.] Language models are few-shot learners)

35. (Sennrich, Haddow, & Birch, 2016)

36. (Hugging Face, 2025)

37.(Holtzman, Buys, Du, Forbes, & Choi, 2019)

38.-

39. (Chen, és mtsai.)

40. (Caliskan, 2017)

41. (Guo, és mtsai.)

42. (Kuriakose, 2024)

43. (European Parliament, 2025)

44. (Nirdiamant, 2025)
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45. (OpenAl, 2025)

46. (Anthropic, 2025.)

47.(Google, 2025)

48. (DeepSeek, 2025.)

49. (MTA, 2025)

50. ([50.] 7 Math Riddles Only the Smartest Can Get Right, 2025)
51.([51.] 15 Challenging Logic Puzzles and Their Answers, 2025)
52.([52.] Difficult Mathematical Puzzles - 5, 2025)

53. (Kerepesi, [53.] Gyartastervezés és termelésiranyitas folyamatainak

optimalizalasa az Orszagos Villamostavvezeték Zrt.-nél, 2013)

6.4. Abrajegyzék

1. abra: Az AiFusion platform eredeti generalt logdja (b) és a modositott, végsd varians

(j) Forras: chatgpt.com / Sajat SZETKESZEES.....ourieeereereereesreeseesseesesseessessesssssssesssssssssssssssssessssssesseses 45
2. abra: Példa a backend szolgaltatas inditasara Forras: sajat abra .......oeneeoneeneeeneenn. 49
3. abra: Példa az ai_interface importalasara és futtatasara Forras: sajat abra........cne.e. 49
4. abra: Az AiFusion rendszer felépitése, f6bb szerkezeti elemei Forras: sajat abra......... 51
5. abra: Példa a frontend futtatasara FOrras: Sajat Abra.......eneenseensesseeseessesssesseesesseens 52
6. abra: A login modul FOITAS: SAJAt ADTa....ereerecereeeereeseeeesseeses e sesssesssessesssesssessesssssesssessssans 52
7. abra: Egyszeri menii FOTTas: SQJAt ADTra ....cneneeseeseeeeseesessesssessessssssesssssssssesssesssssssssesseees 53
8. abra: Egy LLM lekérdezés FOrras: Sajat ADTra ......coeoreneeneenseeseeseeseesseessessessesseessesssssesssessseans 53
9. abra: Harom LLM parhuzamos lekérdezés Forras: sajat abra.........eoneenneeneeseeneesseennes 54

10. abra: Lekérdezés kiildése a backend /api/ai végpontra (egyszertisitett példa) Forras:
SAJAT ADTA oeoeeeeeeereeeeeseeeeeees e et essses e s s s b s R AR AR R AR 55

11. dbra: Kdédrészlet: A batch_runner modul eredménygytijté ciklusa Forras: sajat abra58

12. dbra: Részlet a bemeneti JSON fajl struktirajabol Forras: sajat dbra.......ceeneerreeens 65
13. dbra: Példa Batch Runner hivasara Forras: sajat dbra........eneennsenscseeesesseeseeneens 66
14. dbra: A json_to_excel.py hasznalata Forras: sajat abra .......coeenrenseseensesesssesseesesseens 66
15. dbra: Az Efficiency oldal f6 tAblazata Forras: sajat abra........eeeneenseeneeseessesseesesseens 73
16. abra: Az egyéni modellek helyesvalasz-matrixa Forras: sajat abra ........oeeveerneeneen. 73

17. abra: A LLM parosok elméleti sikerrataja vizualisan szemléltetve Forras: sajat abra
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6.5. Tablazatjegyzék

1. tablazat: Az aifusion_backend.py bemeneti parameéterei........eeneeneeseesserssesseessesseens 48
2. tablazat: Az aifusion_backend.py kotelezé HTTP-fejlécmezii ......oooevveereererseereeneemreeseeseenne 49
3. tablazat - A felhasznalt irodalmak csoportositasa Forras: sajat tablazat ........ccoeeeeenn. 86

4. tablazat - A felhasznalt irodalmak darabszam és szazalék szerinti megoszlasa Forras:

T U Lo =1 o] V2= Y OSSP 87
5. tablazat - A felhasznalt irodalmak attributummatrixa (db) Forras: sajat tablazat ........ 87
6. tablazat - Az egyes attributumokhoz tartozé 6sszesitett el6fordulasszamok Forras:

T U Lo =1 o] = V22 Y OSSO RN 88
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6.6. Roviditésjegyzék
1. API (Application Programming Interface) - Alkalmazasprogramozasi feliilet
2. APA (American Psychological Association) - Amerikai Pszicholdgiai Tarsasag

3. AWS (Amazon Web Services) - Amazon Web Szolgaltatasok

4. AAAI (Association for the Advancement of Artificial Intelligence) - Mesterséges

Intelligencia Fejlesztéséért Egyesiilet
5. BPE (Byte-Pair Encoding) - Bajtpar kodolas

6. CI/CD (Continuous Integration / Continuous Deployment) - Folyamatos integracid

és folyamatos szallitas (vagy telepités)
7. CPU (Central Processing Unit) - kézponti feldolgozd egység
8. CSV (Comma-Separated Values) - Vesszovel tagolt értékek
9. EMI (electromagnetic interference) - elektromagneses interferencia
10. EOS (End of Sequence) - Szekvencia vége
11. Flask - Python web keretrendszer
12. Git - Elosztott verziokezeld rendszer
13. GPU (Graphics Processing Unit) - grafikus feldolgozo egység
14. GUI (Graphical User Interface) - Grafikus felhasznaléi feltilet
15.HTTP (Hypertext Transfer Protocol) - Hipertext atviteli protokoll

16.HTTPS (Hypertext Transfer Protocol Secure) - Biztonsagos hipertext atviteli

protokoll
17. HUF (Hungarian forint) - Magyar forint
18.ISBN (International Standard Book Number)
19.JSON (JavaScript Object Notation) - JavaScript objektumjel6lés
20.JWT (JSON Web Token) - JSON web token
21.KJE (Kodolanyi Janos Egyetem)

22.LLM (Large Language Model) - Nagy nyelvi modell
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23.MI (Mesterséges Intelligencia)

24.MIAU (Magyar Internetes Agrar/Alkalmazott Informatikai Ujsag)

25.MVP (Minimum Viable Product) - Minimalisan életképes termék

26.NoSQL (Not only SQL) - Nem csak SQL (adatbazis tipus)

27.0S (Operating System) - Operacids rendszer

28.PII (Personally Identifiable Information) - Személyazonositasra alkalmas
informacio

29.React - JavaScript programkonyvtar felhasznal6i feliiletek épitéséhez

30. SDK (Software development kit) - szoftverfejleszt6 készlet

31.SDLC (Software Development Lifecycle) - Szoftverfejlesztési életciklus

32.SQL (Structured Query Language) - Strukturalt lekérdezényelv

33. TEAOR - Tevékenységek Egységes Agazati Osztalyozasi Rendszere

34. TLS (Transport Layer Security) - Szallitasi réteg biztonsaga

35.USD (United States Dollar) - Amerikai dollar

36.UX (User Experience) - Felhasznalo6i élmény

37.VM (virtual machine) - virtualis gép

38. VRM (Voltage Regulator Module) - fesziiltségszabalyoz6 modul
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6.7. Fajlmellékletek jegyzéke

1. Kismintas validacios teszt.xlsx (473 KB)
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