Title
Data-Driven Management Systems and the Limits of LLM Agents: 
A Case Study from Dance-School Operations
Author: … /  ORCID:… / Email:… / Affiliation: …
Abstract
The rapid spread of large language models (LLMs) has intensified debates about the immediate replacement of human professional roles e.g. in data-driven environments. This study examines the practical limits and opportunities of LLM agents through a concrete case study: the development and evaluation of a Dance Class Management and Analytics System (DCMAS) for small educational organizations.
The DCMAS is a lightweight, data-driven platform designed to manage scheduling, attendance, payments, and analytics, supported by structured datasets and key performance indicators (KPIs). Synthetic datasets are used to ensure privacy-preserving testing while maintaining realistic operational patterns. The raw data present information units about: ………. Analytical components generate insights on attendance trends, student retention, and revenue performance.
The case study demonstrates that LLM-supported analytics and automated data processing can immediately replace a significant portion of routine administrative and evaluative tasks. However, the results also show that system outputs are entirely dependent on data quality. Data validation, anomaly detection, contextual interpretation, and responsibility for correctness remain human-controlled activities – for the time being. LLM agents efficiently process and summarize validated data, but they cannot independently verify whether input data accurately reflect real-world conditions.
The findings indicate that, at the current limits of LLM technology, human roles are not eliminated but transformed. Humans retain a decisive advantage in data checking and responsibility-driven decision-making, while LLM agents function as competitiveness-enhancing tools within validated data pipelines. This study supports a cooperative, data-driven model in which human expertise and LLM capabilities are integrated rather than substituted.
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Next challenge: if the abstracts are systematically finetuned, then
- exactly the final abstract-text must be used as PROMPT for e.g. COPILOT
- in order to get a system plan from COPILOT for you
- and at least this plan must be realized by you based on LLM support!
- it means: EACH steps should always be consulted with LLMs!!!!
- in order to demonstrate operative problems of the LLMs
- but parallel: in order to test the impacts of different prompts

IKSAD-conform level: a minimalized system plan, raw data, first analytical functionality, experiment for checking raw data quality also with LLMs and of course: by human experts in order to identify the frist problem by LLMs...
