Data-Driven Management Systems and the Limits of LLM Agents:
A Case Study from Dance-School Operations**
Author
Japheth Dangiwa Jerry
ORCID: 0009-0000-0451-6854
Email: japhethjerry2@gmail.com
Affiliation: Kodolányi János University, Department of Computer Science, Budapest, Hungary

Abstract
The rapid spread of large language models (LLMs) has intensified debates about the immediate replacement of human professional roles in data-driven environments. This study examines the practical limits and opportunities of LLM agents through a concrete case study: the development and evaluation of a Dance Class Management and Analytics System (DCMAS) for small educational organizations.
The DCMAS is a lightweight, data-driven platform designed to manage scheduling, attendance, payments, and analytics, supported by structured datasets and key performance indicators (KPIs). Synthetic datasets are used to ensure privacy-preserving testing while maintaining realistic operational patterns. The raw data consists of time-stamped class sessions, attendance counts per session, payment status indicators, and aggregated participation metrics. Analytical components generate insights on attendance trends, student retention, and revenue performance.
The case study demonstrates that LLM-supported analytics and automated data processing can immediately replace a significant portion of routine administrative and evaluative tasks. However, the results also show that system outputs are entirely dependent on data quality. Data validation, anomaly detection, contextual interpretation, and responsibility for correctness remain human-controlled activities. LLM agents efficiently process and summarize validated data, but they cannot independently verify whether input data accurately reflect real-world conditions.
The findings indicate that, at the current limits of LLM technology, human roles are not eliminated but transformed. Humans retain a decisive advantage in data checking, contextual interpretation, and responsibility-driven decision-making, while LLM agents function as competitiveness-enhancing tools within validated data pipelines.
Derived LLM Prompt (used for experimentation)
The Dance Class Management and Analytics System (DCMAS) is a lightweight, data-driven platform designed to manage scheduling, attendance, payments, and analytics for small educational organizations. The system operates on structured datasets and key performance indicators (KPIs).
The raw data consist of time-stamped class sessions, attendance counts per session, payment status indicators, and aggregated participation metrics. Synthetic datasets are used for privacy-preserving testing while maintaining realistic operational patterns.
The system generates analytical outputs related to attendance trends, participation levels, student retention indicators, and basic revenue performance.
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[bookmark: _Toc218962679]1. Introduction
Digital transformation has increasingly shifted organizational decision-making toward data-driven processes. In parallel, large language models (LLMs) have emerged as powerful tools for text generation, summarization, and analytical support. These developments have intensified debates about whether LLM agents can immediately replace human specialists in operational and analytical roles.
This paper addresses this question through a concrete, operational case study rather than abstract speculation. The study focuses on the Dance Class Management and Analytics System (DCMAS), a lightweight management and analytics platform developed for small dance schools in a real operational environment.
The central research question is: At the current limits of LLM technology, which parts of data-driven management work can be replaced, and where do humans retain a real advantage?
[bookmark: _Toc218962680]2. Literature
Data-driven management systems and analytics platforms have become increasingly common in small and medium-sized organizations, including educational institutions. Prior research has explored the use of management information systems and educational data mining to support scheduling, attendance tracking, and performance evaluation. These systems typically rely on structured data sets and predefined indicators to support decision-making.
More recently, large language models (LLMs) have been introduced as tools for text generation, summarization, and analytical support in administrative contexts. Existing studies highlight both their efficiency in routine tasks and their limitations in data validation, contextual understanding, and responsibility-taking.
While earlier work has primarily focused on theoretical capabilities or isolated applications of analytics and AI tools, fewer studies examine their integration into real operational environments with human oversight. This paper contributes to the literature by providing a concrete case study of a data-driven management system combined with LLM-supported analysis, explicitly focusing on the boundary between automated processing and human responsibility.

[bookmark: _Toc218962681]3. Case Study Background: The DCMAS System
DCMAS is a web-based management and analytics system designed to support small educational organizations such as dance schools. Its core modules include class scheduling, attendance tracking, payment management, and an analytics dashboard.
The system operates on structured datasets and generates KPIs such as attendance rates, class popularity, student retention indicators, and revenue trends. Synthetic datasets are used during testing and evaluation to ensure data privacy while maintaining realistic operational patterns.
The system architecture follows a three-tier model consisting of a presentation layer, application logic layer, and data layer. This structure enables scalable data processing, consistent analytics generation, and controlled data validation.

[bookmark: _Toc218962682]4. Data Sources and Methodology
The evaluation of DCMAS is based on structured operational data, including attendance records, payment transactions, and scheduling information. In addition to synthetic datasets used for testing, real operational attendance and payment indicators were observed through the administrative system of MD Dance Company in Budapest, where the author is actively involved.
Weekly attendance sheets revealed variability across classes, including zero-attendance sessions, low-participation events, and financial warning indicators (e.g., debt flags). These real-world signals provide a realistic decision-making context in which analytics and LLM-supported summarization can be applied.
Analytics methods include descriptive statistics, trend analysis, and simple predictive indicators for attendance and retention. All analytical outputs are dependent on the quality of the underlying data. Therefore, data validation procedures—such as consistency checks, anomaly detection, and contextual verification—are explicitly included as part of the methodological framework.

[bookmark: _Toc218962683]5. LLM Agents in a Data-Driven Environment
LLM agents can efficiently process structured and semi-structured data once it has been validated. In the DCMAS context, LLM-supported components can generate summaries, interpret KPI trends, draft reports, and support decision-making through natural-language explanations.
These capabilities allow LLM agents to immediately replace a large portion of routine administrative and evaluative tasks, particularly those involving repetitive reporting or standardized analysis. From an operational perspective, this leads to increased efficiency and reduced manual workload.
However, LLM agents do not independently verify whether the underlying data accurately reflect real-world conditions. They operate strictly on provided inputs and learned patterns rather than on contextual awareness.

[bookmark: _Toc218962684]6. Human Advantage: Data Checking and Responsibility
The case study reveals that a decisive human advantage emerges at the data-quality and responsibility level. Humans define what constitutes valid data, detect anomalies caused by external factors (e.g., informal cancellations, seasonal effects, or social circumstances), and judge whether historical or synthetic data remain representative of current operational realities.
For example, irregular attendance patterns or zero-participation sessions may appear as statistical outliers. While an LLM agent can identify such deviations, only a human decision-maker can interpret their real-world meaning and decide whether corrective action, communication, or structural change is required.
Thus, in a fully data-driven system, humans retain responsibility for data validation, contextual interpretation, and decision accountability.

[bookmark: _Toc218962685]7. Discussion
The findings of this study suggest that the question of “replacement” should be reframed as one of task redistribution. LLM agents excel at processing validated data and generating analytical outputs, while humans remain essential at earlier and higher levels of the decision pipeline.
This cooperative model aligns with current trends in data-driven system design, where AI tools enhance competitiveness without eliminating the need for human oversight. In this sense, LLM agents function as productivity multipliers rather than autonomous decision-makers.

[bookmark: _Toc218962686]8. Conclusion
This paper examined the limits of LLM agents through a concrete, data-driven case study grounded in real operational practice. The results demonstrate that LLM-supported analytics can immediately replace many routine administrative and evaluative tasks in small educational organizations. However, human roles remain indispensable in data checking, contextual interpretation, and responsibility-driven decision-making.
At the current limits of LLM technology, effective system design therefore requires a cooperative framework in which validated data pipelines support LLM-based analytics under human supervision.
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