(Gemini Pro 3 modell - Gondolkodó mód)
Szia! Ez a feladat: "Bármilyen olyan ötlet, melyet az LLM nem tud megoldani, vagyis ahol a prompt nem válik a hibátlan megoldást jelentő LLM-output kottájává, rendszertervévé..." De olyannak kell ám lennie, amit ember meg tud oldani, vagy van rá objektív válasz, megoldás. A teológia kizárt.
Ez egy kiváló szűkítés. Tehát olyan feladatokat keresünk, ahol:
· Létezik objektív igazság (nem vélemény, nem hit).
· Egy átlagos (vagy szakértő) ember képes megoldani.
· Az LLM képtelen rá, még akkor is, ha a promptban minden adatot megadunk neki, mert a működési logikája (mintaillesztés) nem alkalmas a feladatra.
Itt vannak azok a „hardveres” kognitív határok, ahol a prompt sosem válik kottává:
Valós idejű fizikai interakció
Bármilyen részletes utasítást írsz, a végrehajtás elakad, ha fizikai cselekvésre van szükség.
· Példa: "Menj ki a konyhába, és főzz le egy kávét pontosan 92 fokos vízzel."
· Miért nem működik? Nincs kezem, nincs testem. A prompt lehet tökéletes recept, de a végrehajtás lehetetlen.
ASCII Art felismerése (A vizuális absztrakció szövegben)
Ez a határterület a kép és a szöveg között.
· A feladat: Mutatsz neki egy ASCII karakterekből kirajzolt bonyolultabb ábrát (pl. egy sárkányt vagy egy ház alaprajzát). "Mi van a képen?" vagy "A '@' karakter a ház melyik szobájában van?"
· Objektív megoldás: A rajz (ha jól van elkészítve) egyértelműen ábrázol valamit.
· Miért tudja az ember? Mi képesek vagyunk „hunyorítani” és a karakterek halmazát egyetlen gestalt-képként értelmezni.
· Miért nem tudja az LLM? A tokenizáló darabokra töri az ábrát. Ő nem egy 2D-s képet lát, hanem egy karaktersorozatot: szóköz, szóköz, perjel, csillag, enter. Ebből a szekvenciából lehetetlen visszakövetkeztetni a 2D-s vizuális mintázatra, hacsak a minta nem szerepelt már ezerszer a tanítóadatbázisban (pl. egy Mona Lisa ASCII). Egy egyedi rajznál teljesen vak.
Az ARC-típusú vizuális absztrakció (François Chollet tesztje)
Ez jelenleg a mesterséges intelligencia "Szent Grálja". Az ARC (Abstraction and Reasoning Corpus) olyan vizuális logikai feladványokból áll, amelyeket egy kisgyerek is megold, de az LLM-ek (még a legmodernebbek is) elvéreznek rajta.
· A feladat: Kapsz 3 példát egy színes rács átalakulására (pl. "minden kék négyzet egyet lép jobbra, ha pirosba ütközik, megáll"). A 4. rácson neked kell végrehajtani a műveletet.
· Miért tudja az ember? Mert rendelkezünk "core knowledge"-dzsal (alaptudással) a tárgyakról, a fizikáról, a számosságról és a topológiáról. Ránézünk, és *látjuk* a szabályt.
· Miért nem tudja az LLM? A promptban megkapja a rácsot (számokként vagy képként). De mivel az LLM statisztikai alapon működik, nem tud "rájönni" a mögöttes, sosem látott absztrakt szabályra kevés adatból. Ő csak a mintát másolja, nem a logikát érti meg.
· Objektív válasz: Igen, a rács vagy helyes, vagy nem.
Komplex topológiai problémák (A "csomó" probléma)
A térbeli intelligencia és a nyelvi intelligencia közötti szakadék.
· A feladat: Egy képen egy összekuszálódott hosszabbító vagy fülhallgató látható. A kérdés: *"Húzd meg képzeletben a bal oldali végét. Szétjön a csomó, vagy szorosabb lesz?"*
· Miért tudja az ember? Mert képesek vagyunk mentális szimulációra. Fejben "lejátsszuk" a fizikai folyamatot, követjük a zsinór útját 3D-ben.
· Miért nem tudja az LLM? Ha le is írod neki a csomó topológiáját szövegesen (tökéletes prompt), vagy beadod képként, az LLM nem rendelkezik belső fizikai motorral. Nincs "térérzékelése", csak pixelek vagy szavak egymásutániságát látja. Statisztikai alapon próbálja megmondani, mi történik, ami ilyen komplexitásnál mindig tévedéshez vezet.
· Objektív válasz: A csomó vagy kioldódik, vagy nem. Fizikai tény.
A "Hol van Waldo?" típusú extrém vizuális keresés (Pixel-pontos kontextus)
Bár a multimodális modellek fejlődnek, a "tű a szénakazalban" vizuális verziója még mindig emberi felségterület bizonyos komplexitás felett.
· A feladat: Egy gigapixeles műholdképen találni egy specifikus, félig takart tárgyat, ami csak a környezeti kontextusból (árnyékok, növényzet hajlása) azonosítható.
· Miért tudja az ember? Az emberi szem és agy evolúciósan a mintázatfelismerésre és a rendellenességek kiszűrésére van huzalozva (vadászat). A kontextuális értelmezésünk (pl. "az ott nem lehet kő, mert a víz nem így törik meg rajta") sokkal mélyebb.
· Miért nem tudja az LLM? A modellek gyakran "hallucinálnak" objektumokat zajos képeken, vagy átsiklanak felette, mert a vizuális tokenizálás során információveszteség lép fel. A prompt hiába mondja: *"Keresd meg az elveszett túrázót"*, a modell felbontása és következtetési lánca megszakad.
· Objektív válasz: A túrázó ott van a képen egy adott koordinátán.
Összefoglalva a közös pontot
Az LLM ott bukik el, ahol a megoldás nem szemantikai (jelentésbeli) és nem enciklopédikus (tudásalapú), hanem:
1. Strukturális/Topológiai (térbeli viszonyok), vagy
2. Szigorúan algoritmikus/számításigényes (ahol nincs nyelvi minta), vagy
3. Új szabályrendszert igénylő (ahol a szabályt a példából kell valós időben levezetni, nem a tanítóadatbázisból előhívni).
Ezekben az esetekben a prompt nem lehet kotta, mert a hangszerből (LLM) hiányoznak a billentyűk.

