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1. Introduction

The objective of the European Union's structural and cohesion policies is to reduce economic and social disparities within the Community. These policies support national and regional policy in regions facing difficulties on the labor market. While the Member States are responsible for setting their own development priorities, the Community lays down guidelines that they must take into account since the European Union, as part-financier of their programs, has a right to examine assistance and wishes to promote the Community dimension of economic and social cohesion.

In the frame of regional politic, not only the disadvantaged but also the developed area have the chance to obtain specially targeted subsidies (expansion of the employment, vocational training, aims to stimulate cross-border, trans-national and inter-regional cooperation).

Major socio-economic disparities persist between different regions not only in Hungary, but also in the European Union. For example, GDP per capita (Gross Domestic Product in Luxembourg is double than Greece’s. These regional disparities are prejudicial to the Union's cohesion. Economic and social cohesion has been one of the EU' s priority objectives for several years now. By promoting cohesion, the Union encourages harmonious, balanced and sustainable economic development, creates employment and contributes towards environmental protection and the elimination of inequality between men and women. In order to implement the drive for economic and social cohesion, the European Commission has created financial Instruments: the Structural Funds and the Cohesion Fund. These funds are part-finance regional and horizontal operations in the Member States.

The total appropriation for the Structural Funds and the Cohesion Fund stands at EUR 213 billion (Source: European Committee). Current EU members are going to receive all together 213 billion Euro subvention between 2000 and 2006. According to the agreements reached on pre-accession negotiations newly joining countries will receive 22 billion Euros between 2004 and 2006 from the structural and cohesion funds. Concerning the rules of the European Union, which focus on general development level of the country and numerous other indexes, Hungary may expect 12,2 percent of the total structural promotion of the 10 candidate countries. It is important to know that the whole area of Hungary will entitle to the structural payments by the 1. Objective.

Promotion of Structural Funds and the Cohesion Fund has relevant advantages and they contribute to economic growth considerable. It allows the subvention of 780 billion HUF to be not rebated and to use this amount completely for national innovation. By this amount 650 km highway and 2-3 new metro lines can be built in Budapest. Social and economic transformation among different Hungarian regions revive the earlier existing tensions (gap), especially rural problems The European Union tend to handle regional tenses accentuated. Obviously the real winners can be the less developed regions, but in prosperous case the whole land of Hungary has the chance to obtain sources from the EU. For acceptance of subsidy we must prepare consciously. We need to have exact view about the state of our regions, because by knowing them we are able to classify these regions into the most favorable target zones.

In this study groups, created with classical multivariate data analysis (disadvantaged – developed regions), will be compared with the results of the method COCO. We try to answer to the question which region(s) of Hungary should be subsidized give and if the supports can be distributed rightfully.

1.1. Administrative structure of Hungary 

In the Hungarian area division, the most traditional one is the almost thousand years old county system which represents the intermediate level of administration. Today there are 19 counties, which were formed according to the 1949-1950’s administrative reform from 25 „leftover” counties. The 22 districts of Budapest were created in 1949 and the 23rd district was established in 1996. According to the law XXI of 1996, to facilitate the harmonization to the regional system of the European Union, a new statistical administrative regional system was established. Law XCII of 1999 confirmed this, which is the modification of the 35/1998 (March 20) decisions about Hungarian Area Development Concept. By introducing these new planning and statistical administrative regions in 1994 and reweaving them in 1997, the new classification is now in harmonize with the classification of the NUTS System of the European Union (abbreviations of  “Nomenclature des unites territoriales statistique”, see Table 1.) 

	NUTS level 1
	Whole country
	1 

	NUTS level 2 
	Planning and statistical regions
	7 

	NUTS level 3
	Counties, capitol
	19+1 

	NUTS level 4 
	Statistical micro regions
	150 

	NUTS level 5
	Townships (villages and towns)
	3135 


Table 1. Levels of the new Hungarian statistical area classification system (January 1. 2001) (source: KSH) 

1.2. Characterization of counties and regions

As the result of economical development and alterations in incomes, significant development of the capitol and long term distinction of regions can be detected.

Regional proportion of GDP per capita also reflects the differences between the capitol and rural areas. This value is about 80 % higher in the capitol than the average and among counties only Trans-Danube ones emerge above the country average. The Lowland and the northern part of Hungary is about 20-25 % under the average. There is a strong East –West separation in every level both in large-scale regions and in regions and counties. Besides the high-quality development of the infrastructure and the strategically important geographical location, the high level of education of local employees and workers is also a reason for the continuous increase in the number of registered enterprises and companies, and the number of Hungarian and foreign capital investments since 1990. This phenomenon is the most intense in the Central Region. The role the Region plays in the economy of the country is very impressive: it alone produces more than forty percent of the country's gross national product. The most dynamically growing region is the West-Trans-Danube, inside this Győr-Moson-Sopron and Vas County. Fejér County had fallen into line with them in the last decade. On the other side, the least developed area is Northeast-Hungary, including Szabolcs-Szatmár-Bereg, Nógrád and Borsod-Abaúj-Zemplén Counties. The East – West division is not really obvious without exceptions. While the economic is tend to slow down in Somogy County, which is the weakest in West-Hungary, Csongrád County – thanks to the dynamic growing of Szeged – holds the 6th or 7th place in the country. The dynamic growing of the western regions is based on their favorable location, flexible economic structure, and higher qualification of their citizens. These factors attracted capital from abroad, and helped to change and boom export oriented industry there.

2. Material and Method

In this study we are going to compare the results of the Multivariate Data Analysis (Principal component analysis (PCA) and the results of the new method called “COCO” - Component-based Object Comparison for Objectivity.
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Figure 1. Flow chart of steps of performed methods (Source: part of the own research)

2.1. Multivariate Data Analysis - Principal component analysis (PCA)

PCA was the first method to use, in order to analyze the groups of observation units and disclose background variables so that important interactions among original variables can be identified. 

	Qualitative variable
	Quantitative variable

	1. Central-Hungary
	1. GDP per capita (1000 HUF)

	2. Central-Trans-Danube
	2. Main line per 1000 capita

	3. West-Trans-Danube
	3. Rate of unemployment

	4. South-Trans-Danube
	4. Ratio of investment of national economy social per 1000 capita (1000 HUF)

	5. North-Hungary
	5. Member of Education per 1000 capita

	6. North-Lowland
	6. Number of Population

	7. South-Lowland
	7. GDP per capita (1000 HUF)


Table2. Qualitative variable and Quantitative variable (source: part of the own research)

2.1.1. Present the relation of variables

Through standardization of the basic data we compose the X-matrix and it would be moved into the analysis. Main components created by statistic software were subjected to Eigenvalue-1-criterion to determine the number of significant main components.

	Eigenanalysis of the Correlation Matrix

	Eigenvalue
	4.7389
	1.1951
	0.0438
	0.0206
	0.0017
	0.0000

	Proportion
	0.790
	0.199
	0.007
	0.003
	0.000
	0.000

	Cumulative
	0.790
	0.989
	0.996
	1.000
	1.000
	1.000


Table 3. Eigenvalue und cumulative Variances by Principal component analysis (source: own design)

2.1.2. Determine the number of significant main components

Main component is significant if the Eigenvalue  (()  > 1 and given at least 80 % of total variance. Because of these criteria main components are PC1 and PC2, where (: 4.7389 and 1.1951 and cumulative variance 98.9 % (see Table3.). 

On the basis of these we have to focus on the first 2 columns of U-matrix. 

	Variable
	PC1
	PC2
	PC3
	PC4
	PC5
	PC6

	GDP per capita (1000 HUF)
	-0.420
	-0.369
	0.123
	-0.289
	0.721
	0.264

	Main line per 1000 capita
	-0.417
	-0.361
	-0.544
	0.624
	-0.050
	-0.094

	Rate of unemployment
	-0.265
	0.739
	-0.543
	-0.196
	0.212
	0.071

	Ratio of investment of national Economy

Social per 1000 capita
	-0.439
	-0.251
	-0.139
	-0.623
	-0.570
	-0.109

	Number of Population
	-0.439
	0.255
	0.418
	0.287
	-0.309
	0.624

	Member of Higher Education per 1000 capita
	-0.441
	0.244
	0.447
	0.137
	0.110
	-0.718


*PC: Principal Component   

Table 4. Significant main components by U-matrix (Source: part of the own research. See also in table 6.

2.1.3. Analysis of relation between two variables groups

Variables having negative effect regarding the main component coefficient have positive correlation with each other. These variables have opposite direction against variables having positive main component coefficient (see Table 5). 

	Main components
	Sign of Main components coefficient

	PC1
	GDP per capita (1000 HUF)
	-

	
	Main line per 1000 capita
	-

	
	Ratio of investment of national
	-

	
	Economy social per 1000 capita
	

	
	Number of Population
	-

	
	Member of Higher Education per 1000 capita?
	 

	PC2
	GDP per capita (1000 HUF)
	-

	
	Main line per 1000 capita
	-

	
	Rate of unemployment 
	+


Table 5. Analysis of relation between two variables groups (source: part of the own research)

By this analysis we can say that the investment ratio per capita seems to have heavy influence in the economically developed regions and this factor go hand in hand with the higher education and numerous mean stream main line per capita.  High GDP goes with low unemployment rate and the more populated the region is, the more people participate in higher education. 

2.1.4. Display of results of analysis 

The results from analysis PCA are displayed in two-dimensional diagram (see Figure 2.).
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Figure 2. Title (Source: part of the own research)

According to the diagram, the following groups can be formed:

	Group 1
	Group 2
	Group 3

	Central-Hungary
	Central-Trans-Danube
	North-Hungary

	
	West-Trans-Danube
	North-Lowland

	
	South-Trans-Danube
	South-Lowland


As it can be seen in the Figure 2, 3 groups can be subjectively formed based on the observed variables. So groups also can be formed on the basis of PCA method and logical – though subjective – explanations can be set up, the definition of disadvantageous situation cannot be supported by mathematical terms, only the identification of different groups. It is not clear which regions and how (in which fields, which amount of sources) should be supported. So PCA method is more likely to be a catalyst rather than method for objective similarity analysis. These groups as the results of PCA are now verified by COCO.

2.2. Method „COCO” - Component-based Object Comparison for Objectivity 

This method is available to determinate of under –or over-valuation of objects which has a price. In this connection was analyzed GDP as abstractly value category (groups) instead of price.

2.2.1. Process of COCO-analysis
· Presumptions:
· More objects with the same structure of attributes are needed.

· Rankable options (called RO, where RO({1..i,j…n}) of each included attribute exist.

· At least one value-category (called VY – price, production, etc.) is needed which is a separated attribute.

· Options have to be substituted by value-components (called VC, where 0(VC (i) (VC (j) ( max of VY, compare step function)

· Operations:

· Create an estimated value-category (called VYE) for each object, as sum of VCs (1…n)

· Looking for the minimum of VY-VYE for each object (by SOLVER or MCM)
· Results: Value of equilibrium, under- and over-estimation of VY for each object, without any weighting, system of objective and object-specific weight for attributes and for ranks.

If we exclude subjectivity, classification of regions will be rearranged. Development level of different regions is important to know because distribution of subsidies is based on it. Though not only disadvantageous regions may receive subsidies, it is necessary to clarify which region should be supported. The question is what to support: shall we help the “poor” regions whose development-level does not reach the average or shall we support the regions, which are above the average to ensure further growing. If disadvantageous regions are supported only from the restricted sources, well-developed regions could receive fewer subsidies so we may put them into unfavorable situation.

2.2.2. Performed analysis

a) Analysis A: On the basis of PLOT-analysis the objects were grouped into 3 groups and these were analyzed if the classification of PLOT can be reproduced with COCO.

Hypothesis: Yes

b) Analysis B: The objects were grouped into 4 groups and were investigated if the new COCO-classification has smaller error level than the same by analysis A. 

Hypothesis: Yes.

c) Analysis C: By means of subjective new horizontal classification (3 groups) was checked the grouping with method “COCO”. 

Hypothesis: under and over estimation can be expected.

d) Analysis D: Can be modeled the shape of GDP (as value category) in objects?

Hypothesis: Yes.
e) Analysis E: Changing “ceteris paribus” in the ranking is regarding to several attributes and much changing of GDP getting through balanced model is founded.

Hypothesis: Ceteris paribus simulation can be designed and interpreted.

Comment: Attribute of population is not processed with COCO because it cannot be defined on rank scale (opposite to PCA).

2.2.3. Solver

Solvers, or optimizers, are software tools that help users find the best way to allocate scarce resources. The resources may be raw materials, machine time or people time, money, or anything else in limited supply. The "best" or optimal solution may mean maximizing profits, minimizing costs, or achieving the best possible quality.  An almost infinite variety of problems can be tackled this way, but here are some typical examples.

3. Results, conclusions

1) Initializing values (ranks) are important since results can be different if we start with a matrix, which contains plenty of data, or we have distorted ones. We can reproduce the PCA-classification through the COCO. We have more estimation so the best classification is that has the smallest error. (Control of visual interpretation). Instead of three groups it is better four groups.

2) Objective significance of attributes (SWOT): one of the columns in the excel spreadsheet means true ranks regarding the regions. Ratio of investment of national economy is mainly responsible for the good position of Central-Hungary (table 6. shows penalties so the object with the highest penalties score can be determinate as a disadvantaged one). Affect of higher education is less influencing factor in the analysis made by COCO. Number of citizens in the higher education is less important; it may give us a hint that education in Hungary is not effective enough (for marking of unsteadiness it is needed two signs). 

In case of the “average region” the most important variables are the investment of national economy and the main lines. Significance of every attribute is different in case of each objects and that gives the possibilities of objective specific SWOT analysis.

	Region
	GDP per capita

(1000 HUF)
	Main line per 1000 capita
	Rate of un-

employment
	Ratio

of investment

of national Economy

Social

per 1000 capita
	Member

of higher Education per 1000 capita
	Group

	Central-Hungary
	0,0607735
	0,060773
	0,0607739
	0,013689094
	1,137323297
	2

	Central-Trans-Danube
	0,0607735
	0,060773
	0,0607739
	0,013689094
	1,137323297
	1

	West-Trans-Danube
	0,0607735
	0,060773
	0,0607739
	0,013689094
	1,137323297
	1

	South-Trans-Danube
	0,1389741
	0,138974
	0,304171
	0,280557398
	1,137323297
	2

	North-Hungary
	0,6167144
	0,506245
	0,4591601
	0,280557398
	1,137323297
	3

	North-Lowland
	0,6167144
	0,661233
	0,304171
	0,280557398
	1,137323297
	3

	South-Lowland
	0,1389741
	0,138974
	0,304171
	0,280557398
	1,137323297
	2

	Average
	0,2419567
	0,232535
	0,2219993
	0,166185268
	1,137323297
	


Table 6. Comprehension of components and average

(Horizontal and subjective reinterpretation of PLOT) (Source: part of the own research)

According to PLOT graph horizontal classification can be tuned, however there is no legitimacy in it.

3) We cannot have meaningful rank by PLOT graph; COCO expects the rank regarding y value. 

Results show (see in Table 6.) that West-Trans-Danube is more likely to belong to group 1 which represents the most developed regions. However South-Lowland and North-Lowland are not reaching the average value of their group, so compared to the econometric analysis they compose a new group.

Central-Hungary was ranked into group 2, which is a relatively subjective; by using COCO this region gets better position. Other regions are classified into better groups, but this is an overestimation of their real value. We used these variables in this study because they were available and they seemed to be logical to assess regions. Data never can be fully comprehensive and free of omission and overlapping. As a consequence it does not matter what data we use we have to work with available data. 

	Unit of area
	Subjective classification

By local expert
	PCA - Subjective

- Analysis A -

(reproduceable with COCO)
	“Best” of COCO

Analysis B
	Subjective horizontal classification
	Estimation by COCO

to show of

subjectivity potentially correct group

	Central-Hungary
	1
	1
	1
	2
	1,333333 (1)

	Central-Trans-Danube
	2
	2
	2
	1
	1,333333 (2)

	West-Trans-Danube
	1
	2
	2
	1
	1,333333 (2)

	South-Trans-Danube
	2
	2
	3
	2
	2 (2)

	North-Hungary
	4
	3
	4
	3
	3 (3)

	North-Lowland
	4
	3
	4
	3
	2,999999 (3)

	South-Lowland
	3
	3
	3
	2
	2 (2)


Table 7. Results of the comparison (Source:  part of the own research)

	METHOD
	Correlation
	Grouping
	Relation between the attributes
	Subjective effect
	Possibility to excluding of subjective effect

	SUBJECTIVE
	-
	+
	-
	+
	-

	PCA
	+
	+
	+
	+
	-

	COCO
	-
	+
	+
	-
	+


Table 8. Comparison of methods (Source: part of the own research)

3.1. Role of the last parameter of number function

On given scale one given value has to achieve better or worse position, the distance of them is relevant (in-attribute weighting). It is able to prejudice of the step according to LP logic.

3.2. Role of the solver restriction

If the estimation balanced is, the certain region is worth its price. Region would be neither under- nor over-evaluated, if the matrix is completely balanced. The result of subjective classification is equal with the results of the method „COCO”. If the estimation is not balanced, that means that the classification is logical and if there is measurable under or over estimation of evaluation. 

This method shows if the classes created by PCA are instable. Through this method it can be reflected that research fellow would recognize the problem appropriately. This method itself is able to compose the best classification.

In case of all potential combinatorial classification we have to run it and we consider the best the answer to have the smallest error minimum.

The disadvantaged situation raised by validity of group because it is a sequence. The disadvantaged ranking can be expressed, however we cannot talk about development or underdevelopment since the GDP as balanced stage can be reflected. We cannot tell the scale of disadvantages best – worse groups can be determined t, though we are not able to declare any disproportion. The rate of components  - excl. the member of the high education / 1000 capita – are about to be equal like in the classification.

The method COCO cannot explain arbitrary classification. This method allows possibilities for simulation with ceteris paribus and it has a higher effect on the promotion of international investments than on the promotion of number of main lines.
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